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Chapter 1

Introduction

1.1 Historical backgfbund

Wave nature of electrons, predicted by de Broglie in 1924 [1.1], was experimentally
confirmed by Davisson and Germer [1.2] in 1927, and Thomson [1.3], Kikuchi [1.4], Rupp
[1.5] in 1928 in the form of electron diffraction phenomena. Combinig this fact with the
theory of magnetic electron lenses of Busch [1.6], Ruska developed an electron microscope
in 1932 [1.7] in order to exceed the resolution limit of optical microscopes. Because of
the much shorter wavelength of electron waves, he soon attained the higher resolution
compared with the optical microscopes [1.8]. Although, however, the resolution has been
now improved up to around 0.1 nm at the cost of elaborate techniques such as elec-
tronics and vacuum generation, it is still very poor compared with the wavelength of
electrons, ~ 0.004 nm at 100 kV acceleration. This is due to the unavoidable aberra-
tions of the electron lenses. As a way to remove the aberrations and break through the
resolution limit of electron microscopes, electron holography was devised by Gabor in
1949 [1.9]). Through the electron holography principle, electron wavefronts containing the
aberrations are faithfully transformed into light wavefronts, and then the aberrations are
compensated through use of versatile optical techniques on an optical bench to obtain
the ultra-high resolution. Unfortunately, however, his ingenious idea has not yet realized
because of the insufficient coherency and brightness of electron beams. Instead of elec-
tron beams, holography technique has come into full bloom as optical holography with
the advent of laser beams.

The first experimental trials towards electron holography were carried out in the form

of ”in-line holography”. The hologram in this method is a defocused electron micrograph



in which the Fresnel fringes from specimen edges appear. The scattered wave from a
small specimen such as an isolated fine particles, and the transmitted wave through its
circumference interfere with each other to form interference fringes, the Fresnel fringes. Al-
though the preliminary results of image reconstruction using this hologram were obtained
by Haine and Mulvey (1952) [1.10], and Hibi (1956) [1.11], the reconstructed images were
disturbed by their conjugate images. Tonomura et al. (1968) [1.12] made in-line holo-
grams on the Fraunhofer diffraction plane instead of the Fresnel diffraction region, so that
the image reconstruction almost free from disturbance became possible. The image reso-
lution with this method was improved up to 1nm (Much, 1975 [1.13]) or 0.7nm (Bonnet
et al., 1978 [1.14]) using a field-emission electron beam, which were, however, still lower
than that of conventional electron micrographs.

Another approach for electron holography began with the invention of a practical elec-
tron interferometer by Mollenstedt and Diicker in 1955 [1.15]. This was an electrostatic
biprism which enables one to control the electron interference phenomena, essential for
electron holography. Before this invention, the interference with electrons was observed
only as diffraction phenomena, and it was hard to intentionally control. Combining the
electron biprism with the improvement of the performance of the electron microscope,
electron interferometry and electron interference microscopy has been opened up. They
were applied for high resolution measurements of inner potentials of fine particles [1.16],
investigations of magnetic domain walls {1.17] [1.18][1.19], detection of micro-electric fields
of reverse-biased p-n junctions[1.20][1.21], detection of fluxons in superconducting hollow
cylinders [1.22][1.23], verification of the Aharonov-Bohm effect [1.24](1.25] and others.

As the analogy of off-axis laser holography developed by Leith and Upatnicks (1962)
[1.26), Méllenstedt and Wahl (1968)[1.27] first utilized the electron biprism to produce
off-axis Fresnel electron holograms, which can be reconstructed with laser light, free from
disturbance from conjugated images. The image resolution was expected to be greatly
improved by adopting off-axis image holography [1.28], because the spherical aberrations
of an electron lens is compensated by use of optical concave lens on the image recon-
struction stage. Using a field-emission electron gun which was developed by Crewe et al.

in 1968 [1.29], Tonomura et al. (1979) [1.30] succeeded to reconstruct the lattice fringes



of 0.24nm-spacing, of which resolution was comparable to that of conventional electron
micrographs. Lichte (1985) [1.31] also obtained high-contrast lattice fringes of 0.34nm-
spacing. However, the resolution of the reconstructed image has not yet ezceed that of
conventional electron micrographs.

In spite of unsuccessful advance in the resolution improvement of the electron mi-
croscope, new applications of electron holography have been spread with practical use
of field-emission type electron guns which produce the higher coherent electron waves
compared with the conventional thermionic electron guns [1.32]. Both the phase and
the amplitude distributions of the electron wavefunction transmitted through a specimen
are explicitly measured with angstrom-resolution. This differentiates electron holography
from conventional electron microscopy in which only the amplitude of the wavefunction
of the electron is recorded.

Electron holography is a two-step imaging method. At its first stage, in an electron
holography microscope, the electron wavefront is divided into two parts. One transmits
through the sample region and carries the sample information in its phase (object wave).
Another passes far from it, acts as a reference wave. By making the two waves overlap
and interfere with each other, the phase distribution of the object wave is recorded as an
interference fringe pattern on a hologram. At the next step, by illuminating the hologram
with a laser beam, the original object wave is optically reconstructed and its phase distri-
bution is visualized as a contour-phase-line pattern. This is as interference micrograph.

The electron wave propagation, passed through a material, is delayed in proportion to
the thickness of the specimen because of its inner potential. The thickness distribution
of a micro-object is, therefore, revealed in the form of a contour map in the interference
micrograph. Even a monatomic step on a crystal surface is detectable as a phase shift of
~ 27 /30 [1.33). The specimen is in this way observed in three-dimension, which is the
most remarkable feature of electron holography as well as laser holography.

Another important application of electron holography is the direct observation of the
microscopic distributions of electric and magnetic fields, because the phase of the electron
waves is affected by the fields through the electric charge of the waves. This fact differen-

tiates electron holography from laser holography in which no magnetic- and electric-field



information can be deduced for lack of electric charge of photons. The contour phase
lines in the interference micrograph of the electron waves, passed through an electric or
a magnetic field, directly correspond to the equi-potential lines [1.34] or magnetic lines
of force, respectively. In the magnetic case, in particular, since each interference line in
the micrograph corresponds to a definite amount of magnetic flux h/ne (h is Plank’s con-
stant, e is electric charge of an electron, and n is an integer), irrespective of the electron
energy, we can quantitatively analyze the field just by counting the number of the lines.
The technique has been successfully applied to the investigation of the detailed magnetic
structures of thin films, fine particles, and magnetic recording materials [1.32].

More strictly speaking, it is not the electric and magnetic fields, but the scalar and
the vector potentials that act on the electron phase. This is the Aharonov-Bohm effect
[1.35), which has been experimentally confirmed using the electron holography technique
[1.36]. The relative phase shift is produced between two parts of an electron wavefront
which surrounds a magnetic flux, even if they do not intersect the lines of flux. This
implies that electromagnetism is underdescribed by field strength only [1.37]. The scalar
and vector potentials are more fundamental quantities, and are also observable quantities
in the phase factor, not mathematical imaginary, although the potentials are not uniquely
determined at any point in space. The relation between the electron phase and the electro-
magnetic potential will be reviewed in Chapter 2 in order to prepare some mathematical
expressions for the field analysis developed in the subséquent chapters.

In this way, we can measure the phase distribution of the electron wave, carrying the
electromagnetic information of the investigated sample region, in the form of the contour
phase lines drawn at a definite phase interval in the interference micrograph. In the usual
case, the phase interval is 27, because the interference phenomenon is periodic with the
phase of 2. This corresponds to the magnetic flux sensitivity of h/e(= 4.1 x 10-1°Wb).
The smallest phase interval we can draw in the interference micrograph is, however, im-
proved up to ~ 27/30, corresponding to the ~ (h/e)/30—magnetic flux sensitivity, with
use of a "phase-difference amplification” technique [1.33]. The phase sensitivity enhance-
ment by this technique has widened the variety of observation samples such as very weak

magnetic fields and biological specimens, which causes the phase shift less than 2.



1.2 Present work

Owing to the phase-difference amplification technique, the phase resolution of electron
holographic observations have been improved up to ~ g—g. This phase sensitivity is, how-
ever, sometimes insufficient vfor quantitative analysis of very small amounts of magnetic
fluxes such as in superconductors and high-density magnetic recording materials. This
is because the phase information between the neighboring contour lines in the interfer-
ence micrograph is missing and can not be displayed. For this reason I have adopted
"fringe scanning interferometry” using digital image processing techniques [1.38][1.39].
This method allowed us to more precisely obtain the subfringe phase information in the
interference micrograph. The fringe scanning interferometry has been utilized for testing
optical surfaces and lenses in laser interferometry.l have successfully applied this tech-
nique to electron holographic interferometry for the first time [1.40]. I constructed a laser
interferometer and a software system to analyze the interference micrograph with this
method. Special emphasis is placed on its ability of numerical data acquisition which is
necessary to the following data processing for magnetic field analysis.

The phase shift of the electron waves passed through the sample region is proportional
to the line integral of the electromagnetic potential along the electron path. The phase
distribution can be said, therefore, to be a ”two-dimensional (2D) projection” of the three
dimensional (3D)distribution of the electromagnetic fields. At the next step of the present
work,then,from the numerical data of the phase distribﬁtion obtained with the fringe scan-
ning interferometry, the 3D distributions of the magnetic field vector components were
decomposed. This was carried out through the tomographic technique which was devised
by DeRosier and Klug [1.41]for the reconstruction of the 3D structure of a bacteriophage
from the conventional electron micrographs. This analysis gave us the much more quan-
titative and detailed information on the magnetic field distribution compared with the
analysis only by interference micrographs.

In chapter 2 I describe the fundamentals of the theoretical and experimental details
on electron holography, which are neéessa.ry for the magnetic field analysis developed in
the subsequent chapters.

In Chapter 3, the fringe scanning interferometry for analyzing the interference micro-



graphs is described. I also show some analysis examples at each analysis step to beguile
the tedious mathematical explanations.

Chapter 4 is devoted to describing the observation of the leakage magnetic flux from
a very high-density magnetic recording material. It is shown that the phase sensitivity is
improved up to ~ 27/100 owing to the fringe scanning interferometry [1.40]. This enables
quantitative measurement of magnetic flux as small as ~ (h/e)/100 (= 4.1 x 1071"Wb),
hitherto undetectable, with high spatial resolution. With this technique, I have observed
the distribution of stray magnetic field from a thin cross section of a perpendicularly
magnetized recording film (Co-Cr) with a recording density as high as 300 kFCI (kilo
flux change per inch), or 85nm bit length, the highest density ever directly observed.

Chapter 5 is devoted to the discussion on the analysis method to decompose each
component of field vectors from the electron phase distributions measured by the fringe
scanning interferometry. The algorithm developed in this Chapter is modified from the
methods for the reconstruction of the three-dimensional (3D) structure of an objects from
its two-dimensional (2D) projections, which is well known as computerized tomography
technique. Such field analysis by electron holography has been first made possible owing
to the digital data format of electron phase distributions obtained by the fringe scanning
interferometry.

In chapter 6, the quantized magnetic flux, fluxon, penetrating through a supercon-
ducting lead films, is directly observed. Combining the fringe scanning interferometry
with the electron holography technique, I could determine the flux quantum 5"; for indi-
vidual fluxes with precision of ~ ;2-. Using the tomographic algorithm {1.41] developed
in Chapter 5, moreover, this method also allows the decomposition of the magnetic field
vector components near the fluxon core. The internal field distribution obtained were
compared with the one calculated from the Ginzburg-Landau equations using some mod-
els, and a whole agreement was found between them. I also observed and analyzed the
changes of the magnetic flux structures of lead thin films depending on their thickness.
Fluxon pairs were also observed on 0.2um-thick film, which may correspond to the ones
suggested in the Kosterlitz-Thouless theory [1.42].

I finally summarize the results obtained in the present works, and suggest some future



subjects in electron holographic investigations in Chapter 7. I also show that the avail-
ability of electron holography will be widespread by combining the numerical phase data

acquisition method described in the present work.
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Chapter 2

Electron wave and electron holography

2.1 Introduction

In this chapter I introduce the experimental procedures and their underlying princi-
ples of electron holography. I try to give a systematic treatment of wave propagation
in the electron holography microscope by the Fresnel diffraction formula, and give some
mathematical expressions necessary for the magnetic field analysis developed in the fol-
lowing chapters. Before explaining some hardware components, I would like to review the
concept of electron coherency and interference phenomenon in Section 2.2.

In Section 2.3 I give a brief introduction of electron-optical components for the holog-
raphy electron microscope which are indispensable to the experiments.

Section 2.4 is devoted to describing the electron wave propagation from the specimen
to the hologram in the microscope. The wavefront deformation during the propagation
is mathematically traced using transmission functions of the optical components and a
wave propagation function.

In Section 2.5, I explain how the electron wave is optically reconstructed from the
hologram using a laser interferometer, with an introduction of the experimental set-up.
The phase-difference amplification techniques are also shown for comparison with the
fringe scanning interferometry developed in Chapter 3.

In Section 2.6, I review the physical meanings of the phase of the electron wavefunction
which we can explicitly measure by the electron holography technique. Special attention
will be focused on the electron phase shift caused by electromagnetic potentials, i.e., the

Aharonov-Bohm effect.



2.2 Electron coherency and interference

In an electron gun, each electron is successively emitted from a source, e.g. a tungsten
tip, which has finite lateral dimension, not a point source. The energy of the emitted
electrons fluctuates within a width. Each electron can be treated as a wave packet with
a finite size, laterally and longitudinally. An electron beam in the electron microscope
is, therefore, regarded as a system of successive incoherent wave packets of each electron.
The wave packets are too sparsely sePariEgi to px:é_rl_qp one another, and there is no mu-
tual correlation between -théfnz -

The interfefence phenomenon essentially occurs with a single electron. The interfer-
ence fringe of the electron interference experiments is built up by individual electrons
whose wavefunctions are the same. Each electron arrives at a point on an observation
plane, but the location of the point cannot be predicted in advance. However, the distribu-
tion of the arriving points of large number of electrons are governed by the wavefunction.
The wave” used so far is the wavefunction, or the probability density wave accompa-
nying with a single electron. Electron interference phenomena are phenomenologically
understood by applying the classical interference theory of bartial coherent light waves to
the wavefunction of a single electron. | ‘

The build-up of the electron-interference fringes were experimentally demonstrated by
Tonomura et al. [2.1] with an electron biprism and a field-emission electron gun men-
tioned in the next section. The experiment is essentially the same as the Young’s double
slits experiment with an electron wave packet, shown in Fig. 2.1(a). On the observation
screen, individual arﬁving electrons were detected with a position-sensitive detector, and
displayed as bright spots on a monitor. Experimental results are shown in Fig. 2.1(b)~(e).
When the nuymber of arriving electrons is not so large, the distribution of the points seems
to be random. We can not predict the location of the arriving point of each electron, even
though we do know the wavefunction of the electron. But as the number of electrons
increases, a fringe pattern becomes recognizable. The fringe distributiori,‘ composed of
many electrons, can be predicted with the wavefunction. The results clearly show the
wave-particle duality of electrons.

Let us consider the size of an electron wave packet in the interference experiment

12
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(b)~(e)
The interference-fringe build-up in the Young’s double-slit-type experiment [2.1]. The ex-
periment were carried out with an electron biprism in an electron holography microscope.

The total numbers of electrons on the image are (b) 100, (c) 3000, (d) 20000, and (e)
70000, respectively.



shown in Fig. 2.1(a). For the interference pattern to be observed, first, the width of the
wave packet of a single incident electron must be large enough to cover the two slits A
and B, and second, the phase relation of the partial waves emerging from each slit has
to be definite at the screen point P. The second postulate means that the length of the
wave packet must be longer than the path difference | BP — AP |.

The size of a wave packet is determined from the uncertainty principle;

Az-Ap, ~ h, (1)
Az-Ap, ~ h, (2)

where the electron propagates along the z-axis. Az and Az are the uncertainty of the elec-
tron position, which corresponds to the spread of the wave packet. Ap, is the uncertainty
of its momentum perpendicular to the propagation direction. Ap, is the uncertainty of
the momentum p,, related to the energy fluctuation.

The width of a wave packet, in exact terms, the transverse coherence length {; ~ Az,
is determined from Eq. (1). The de Broglie wavelength is given with its momentum p,;
A = h/p,. A "divergence angle” B of the propagation direction is defined as § = Ap, /p,.
Hence, Eq. (1) is rewritten with § as '

I ~ %. 3)

This relation is typically illustrated in Fig. 2.1 (a). When an electron wave packet passes
through one of the slits, the width of the wave packet [; is restricted by the slit width,
very narrow. Consequently, the wave packet exiting from the slit fans out with a large
divergence angle S. The narrower the slit is, the larger the fan-out ang}e is.
The length of a wave packet, the longitudinal coherence length §; ~ Az, is determined
by uncertainty in wavelength (A)) or energy spread (AE) of an electron from Eq. (2) as
2
b~ ZAXX - f—E Y ‘ (@)
Here, E is the kinetic energy of an electron beam.
The uncertainty principle above mentioned is concerning a single electron. A single

electron can go in different directions, and can have different energies at the same time
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with some probabilities. In the experiment, however, an individual electron seems to arrive
at a definite point on an observation screen with a definite time of flight from the source
to the screen. The uncertainty concept, therefore, must be interpreted in a statistical
manner. There is no meaning unless we consider the phenomena with a great number of
electrons (see Fig. 2.1 (b), meaningless!). That is, in the case of many electrons whose
wavefunctions are the same, there is some distributions in their propagation directions and
energies, while each electron is assumed to go in a definite direction and have a definite
energy. In this interpretation, the uncertainties of the propagation direction # and the
energy AFE of a single electron mean the illumination angle and the energy distribution
of a beam consisting of large number of electrons, respectively, which are ezperimentally
determined.

An extremely small value of the illumination angle £ of the electron beam, an almost
parallel beam, is experimentally possible with a very small pinhole, providing a large wave-
packet width. However, the intensity of the electron beam in such a case becomes too
weak for observation within a reasonable measurement time. The practical value of /; is,
therefore, restricted by the current density per unit solid angle, so called brightness. The
brightness depends only on the electron beam source, the kind of electron gun employed.
The brightness is higher as the emission source size is smaller. The brightness of a
field-emission type electron gun is much higher than that of a conventional thermionic
electron gun by nearly 3 orders of magnitude. The energy spread of the electron beam
is also determined by the electron emitter employed. The cgherency of electron beams,

consequently, practically depends upon the characteristics of the electron beam source.

2.3 Electron holography microscope

For the holography experiment, we need two special equipments besides the conven-
tional electron microscope. One is an electron beam source with high }:oherency and
brightness, i.e. a field-emission type electron gun. Another is an electron interferometer
which coherently divides an electron beam into an object and reference waves, and makes

them interfere with each-other.
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2.3.1 Electron gun

Hairpin-type cathodes (Fig. 2.2(a)) are usually employed in electron microscopy.
Thermionic electrons are emitted from a tungsten filament of 0.1mm in diameter heated
up to ~ 2300K by applying an electric current. The emission current is controlled by a
negative-bias voltage to the electrode (Wehnelt electrode) surrounding the filament. The
emission area is limited only to the tip of the hairpin. The beam has a minimum cross
section, crossover, just after the Wehnelt hole. The diameter of the crossover is a few
tens of um, which is the virtual source size. The energy spiead of the emitted electron
beam is ~ 2¢V, which is anomalously larger than the theoretical value (~ kT') by nearly
1 order of magnitude. This is due to electron-electron interactions during acceleration,
the Boersch effect [2.2].

Pointed cathodes, developed by Hibi [2.3] in 1956 for the purpose of realizing elec-
tron holography, are frequently used for high-resolution electron microscopy. Electrons
are emitted only from the tip of a tungsten needle attached to a hairpin filament. The
electron source size and the energy spread are reduced to a few um and 1eV, respectively,
since the field-emission effect is added.

The field emission phenomenon was utilized in a field-emission microscope (FEM) for
observing a tip surface in an atomic-scale resolution by Miiller in 1937 [2.4]. This phe-
nomenon has recently been used also in scanning tunneling microscopy (STM) developed
by Binnig and Roher [2.5], applying to various fields of science and technology in an en-
thusiastic manner. Nevertheless, it was Crewe et al. [2.6] who utilized the phenomenon
for an electron beam source for microscopy for the first time. The structure of a field-
emission type electron gun is shown in Fig. 2.2(b). When an electric potential of 3 ~ 6kV
is applied between a tungsten tip and the first anode, electrons, 1 ~ 100uA, are radially
emitted from the hemispherical surface of an electrochemically thinned tungsten tip of
~ 100nm-radius. Only a few (~ 1/10000) of the emitted electrons pass through the first
anode hole and are utilized for the microscopy. Their virtual source size is less than 10nm.
No space charge effect, due to a strong electric field around the tip, produces high bright-
ness. The energy spread of the beams is as small as 0.3eV at 10uA-emission, because

of the room-temperature operation and the small total emission current. We need the
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Fig. 2.2. Schematics for electron guns. (a) An hairpin-type thermionic electron gun. (b)
A field-emission electron gun.



ultra-high vacuum (UHV) environment for the stable operation without any high-voltage
discharge.

The characteristics of electron guns are compared in Table 1. A field-emission elec-
tron gun is a indispensable source for electron holography, which produces much higher
coherent and bright electron beams compared with a thermionic electron gun. Even with
this high quality of the field-emission beams, however, it is insufficient for the resolution
improvement of the electron microscope with use of holography techniques, Gabor’s orig-

inal purpose.

Table 1: Comparison between thermionic and field-emission electron guns.

Thermionic gun Field-emission gun

Hairpin type Pointed type

source size (um) ~ 20 ~ 2 ~ 0.01
energy spread (eV) ~2 ~1 ~ 0.3
brightness at 100keV (A/cm?/sr) ~ 5 x 10% ~ 2 x 108 ~5x 108
longitudinal coherence length (um) ~ 0.2 ~ 0.4 ~ 1.3

2.3.2 Electron biprism

I used an electrostatic biprism, developed by Mollenstedt and Diicker [2.7], as an
interferometer. It coherently divides the electron wavefront into two partial wavefronts
and makes them overlap and interfere with each other. Although an amplitude-division
type interferometer was devised by Marton [2.8][2.9] using Bragg reflection in crystals, its

operation is too difficult for practical use.

The electrostatic biprism is composed of a thin wire bridged in the center and two
plate-shaped electrodes with ground potential on both sides (Fig. 2.3(a)). The distance
between the central wire and the grounded plate electrode is ~ 5 mm. The diameter of the
central wire, ~ 300nm, has to be small enough not to obscure the coherent region of an
incident electron beam. The wire in our microscope was made by extending a burned rod
of quartz, and its surface was completely covered with a gold layer of ~ 20nm thickness

using the sputtering technique.
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Fig. 2.3. (a) Schematic of the Mdllenstedt-Diicker type electron biprism. Two parts of
an electron wavefront traveling on both sides of the central wire are attracted towards it
by applying a positive voltage to the wire, and overlapped to form an interference pattern
on the lower plane. (b) When an electron wave, emitted from a point source O, travels
through the both sides of the central wire in the biprism, the wave is divided into two
waves and overlapped with each other as if the two waves are coherently emitted from

two virtual point sources A and B.



When an positive voltage V;, of 10 ~ 100V is applied to the central wire, the electric
potential V(p) around the wire is axisymmetric depending only on the distance p from

the center of the wire, and expressed as

In(p/p2)
In(p1/pa)’

Here, p; and p, are the wire radius and the distance from the wire center to the electrode,

Vie)=V (5)

respectively (p; ~ 150nm, p; ~ 5mm). Therefore, incident electrons on both sides of the
central wire are slightly attracted toward the center (see Fig. 2.3). The deflection angle

6 is, then, given when small to be

_ weV,
2Ein(p1/p2)’

where F is the kinetic energy of an electron. The deflection angle is constant, irrespective

(6)

of the incident position p of an electron, and simply proportional to the wire voltage V;.
The biprism is a precise electron version of a Fresnel optical biprism.

By this action, when an electron wave, emitted from a point source O (see Fig. 2.3(b)),
travels through the biprism, the wave is divided into two waves and overlapped with each
other as if the two waves are coherently emitted from two virtual point sources A and B.
This is the same situation of the Young’s double-slits experiment shown in Fig. 2.1(a).
The interference-fringe build-up observation of Fig. 2.1 was done in this way with the
biprism [2.1].

Under the usual operating condition, the deflection angle § is ~ 10~*rad, and a ~
50mm, b ~ 200mm (see Fig. 2.3(b)). Then, the distance d between the two virtual
sources A and B, the width W of the interference region, and the interference fringe

spacing s are respectively given by

d = 26a ~ 10um (7)
wo= 22526 ®)
s = A(“:b) ~ 0.1um . 9)

The number of the interference fringes is, therefore, W/s ~ 400.

The real electron source O has a finite size with the lateral spread D, not a point
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source. Since the sustained angle of the source from the biprism has to be smaller than

that of one fringe spacing for the interference fringes observed, D must satisfies that
D < as/4b ~ Tnm. (10)

It is not easy to realize this small source size with a thermionic electron gun. The path
difference | AP — BP | is, on the other hand, ~ 4nm. Hence, the maximum number of
the observable interference fringes seem to be limited by the source size, or the transverse
coherence length.

The biprism action is also described in the wave picture of electrons with a transmission
function. The deflection of the angle § is caused by a phase shift, of which amount is
proportional to the distance from the center of the wire, during the passage through the
biprism region. When I adopt the coordinate system shown in Fig. 2.3 (a), in which the

central wire is parallel to the y-axis, the transmission function of the biprism is given by

ezp(~23E) (|2 ]> p)

Qs(z,y) =
EARAR I (Iz]<p).

(11)

2.4 Electron wave propagation in the microscope

The microscope employed was a H-800 type Hitachi transmission electron microscope
devised for electron holography with a field emission type electron gun and a Méllenstedt-
Diicker type biprism. A cutaway illustration of the microscope is shown in Fig. 2.4. Its
operating voltage was 150kV. The pressure in the gun cha;mber is kept < 107° Torr
for the stable operation; The specimen chamber is evacuated by an ion pump to be
< 107° Torr. The electron gun and illuminating system are completely covered with
Permalloy walls for shielding against electromagnetic disturbance.

The electron optics in the microscope is schematically shown in Fig. 2.5. The elec-
tron beam illuminating the specimen can be regarded as a nearly plane-wave, because
the divergence angle § of the beam is as small as 1 x 10~%rad, which corresponds to the
transverse coherence length I, ~ 300um from Eq. (3). A part of the incident electron
wavefront transmits through a specimen region indicated by a small arrow in the figure

(object wave), and the remaining part of the wavefront passes without any disturbance
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Fig. 2.4. Cutaway illustration of the holography electron microscope. This is a H-800
type Hitachi transmission electron microscope devised with a field emission electron gun
and a Moéllenstedt-Diicker biprism.
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(reference wave). The electron biprism is installed between the objective lens and its im-
age plane. On the image plane of the lens, the object wave and the reference wave overlap
and interfere with each other to get an interference fringe pattern as well as an in-focused
image of the sample. This pattern is next magnified by a subsequent lens system to be
recorded on a photographic film. This is an off-axis hologram.

Figure 2.6 illustrates the wave propagation from the specimen plane to the image plane
of the objective lens in the microscope. The wavefront of the object wave transmitted
through the sample is deformed, and carries the information of the sample. The reference
wave passes through theiyspecimen plane in the form of a plane wave. Traveling through
the objective lens, the wavefronts are reconstructed on the image plane of the lens. The
wavefronts of the object and reference waves, however, are slightly inclined with opposite
directions, because of the electron biprism action. The intersecting lines between the two
wavefronts are recorded as interference fringes on a hologram. In this way, the phase
distribution of the object electron wave, or the 3D form of its wavefront is recorded on
the hologram.

Let us describe the wave propagation above mentioned by the Fresnel diffraction for-
mula [2.10]. The distances from the specimen plane to the objective lens, from the ob-
jective lens to the biprism, and from the biprism to the image plane are designated by
Ly, Ly, Ls, respectively (see Fig. 2.5). I set the optical axis along the z-axis, and the
biprism filament parallel to the y-axis. I denote the transmission functions of the speci-
men, the objective lens, and the biprism as ¥(z, y), Qr(z,y), and Qp(z,y), respectively.
¥(z, y) contains the information on the specimen. For simplicity, I assume the objective
lens as an ideal thin lens with the focal length f, which is a planar object having the

transmission function
Q(z,y) = ezp{—ik(z® + ¢*)/2f} , (12)

where k is the wave number of electron waves. The transmission function of the biprism
Qs(z,y) is given by Eq. (11).
The electron wave propagation is, in general, represented by Huygens’ Principle, which

is expressed by the Kirchhoff formula. From the general Kirchhoff formula, it is possi-

ble to derive relatively simple forms, the Fresnel diffraction formula, appropriate to the
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to the image plane of the objective lens in the microscope.



conditions which typify electron diffraction, i.e., the angle of deflection is small. In this ap-
proximation, wave propagation through the distance R in vacuum is given by convolution

with a propagation function Pg(z,y) [2.10],

Pafa,4) = 7ieaplif - B} - caplfh(a? +47)/2R} (13)

When an incident plane wave ¥(z,y, 2) = ezp{ikz} transmits through the specimen,
the wavefunction becomes (z,y)¥o(z,y,2). When this transmitted wave reaches the

object lens, it is expressed by

[¢($, y) ‘I’O(xx Y, z)] * PL: (x: y)) (14)

which is explicitly given by a convolution;
/ ® dx / T Y Y(X,Y) Uo(X,Y,2) Pz — X,y —Y) . (15)
Next, this wave transmits through the lens, and is modulated to be

QL(z) y)[[’»b(m) y) \IIO(x) Y, z)] * PLn (2a y)] : (16)

And then, after propagation through the distance L, to the biprism, the wave becomes

[QL(z) y)[[¢(m) y) ‘I’O(z)y: z)] * PIA (3:, y)]] * PL:(:B’ y) . (17)

Transmitting through the biprism, moreover, the wave changes to be

Q5(z, Y[Qr(z, )[[¥(2,9) Yo(z, 9, 2)] * Pr (2, y)] * Pr, (2, y)] (18)

Finally, after propagating through the distance L3 from the biprism, the wave ¥(z, y, z),

reached on the image plane, is given by

\I’(x) Y z) = [QB(za y)[[QL(xa y)[['/)(z’ y) \I/o(.’l:, Y, z)] * PLl (z)-y)]] * PLr(z’ y)]] * PLa(z’ y) )
(19)
which is explicitly written by
Vz,y,2) = [[[[[[ dedndudcdodeQa(e,e)- Qulw, <) - wlEm) - Lol m, 2)
PLI(UJ—E,C—T})'PL,(O'—UJ,E—C)’PL3($—O',y-—E). (20)
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Inserting each function, Egs. (11), (12), and (13), I get |
—P1 0 oo
¥(z, v, doezp(ikéa)+ [ doezp(—iks dedndwdcde (€, 1)-To(€,7,
(2,9,9) o< { [ " doezpl(ikbo)t [~ doesp(—ikéo)} [ [ [ [ deandudcds v, n)¥o(6,n, 2

. ezp[_zk{ (OJ — 6) 2-1*;1(C — ’7) + (0 — w)zzz;(e - C) + (.’B - U) Zzs(y = 5) (-U + C }]
(21)

After short calculation utilizing the relation 1/f = 1/L; + 1/(L; + L3), and the image
magnification M = (L3 + L3)/ Ly, I finally obtain

¥(z,y,2) x ¥(z,y,2) + ¥,(z,y, z) + (diffraction terms from the biprism wire) , (22)

where
L36 1 ,L36
Wi(ey,7) = W—g7 + o —eaplib(P - D) +iks} (29

comes from the first integral with ¢ (—oo ~ —p,) in Eq. (21), and

T L36

V(2,9,8) = Y-~ 22 Vyoap( zfc(L’M Se vikz)  (20)

I )
comes from the second integral with o (p; ~ oo0) in Eq. (21). ¥(z,y,2) and ¥,(z,y, 2)
indicate the waves passing through the left and right sides of the biprism wire, respectively.

This result shows, first, that the wavefunction on the image plane is the in-focused
image of the specimen magnified by —M times, and second, that ¥; and ¥, are the
original wavefunction ¥(— 5, —#) ¢*** displaced in the z-direction with the distance &6
in the opposite direction with each other. Third, the phase factors proportional to z-
coordinate in Egs. (23) and (24) indicate the wavefront inclination, of which directions
are also opposite between ¥; and ¥,. These results are sketched in Fig. 2.6.

In the usual experiment to record an off-axis hologram, the specimen is set on a half
(z > 0) of the specimen plane (see Fig. 2.6). So the wave, passed through the region
z > 0, becomes an object wave ¥(z,y)e**, and the wave in the region z < 0 becomes a
reference wave e'*. Which side of the biprism wire the object wave passes, depends on
the position of the biprism. When the biprism is placed above the backfocal plane of the
object lens, i.e., L, < f (Fig. 2.7(a)(b)), the object wave passes through the right side of
the biprism wire. That is, from Egs. (23) and (24),

LgM 1 )L36
T L M?

Vi(z,y,2z) = ea:p{zlc( —z +ikz},
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z L36

\Ilf(x,y,z) = 'g)b(_ﬂ_Y -——)ezp{ 1IC(L2M

——)L"‘& +ikz} .  (25)

Moreover, the phase factor (%’f% - le') in Eq. (25) is negative in this case. Consequently,
the object and reference waves are overlapped with each other when § < 0 (or V; < 0)
(Fig. 2.7(b)), and are separated when § > 0 (or V; > 0) (Fig. 2.7(a)).

In the case that the biprism is set below the backfocal plane of the objective lens, i.e.,
L; > f (Fig. 2.7(c)(d)), ¥, and ¥, are interchanged. Since the phase factor (L"— oty
becomes positive in this case, the overlapping between the two waves occurs if § > 0
(Vs > 0). When I place the biprism just on the back focal plane, the biprism does not
work as an interferometer. The central thin wire may be broken by an intense electron
irradiation in this case.

The diffraction effect from the central wire of the biprism is negligibly small in the
region |z |> p;, and in fact, we use such a region to record a hologram. For realizing
such a condition, I have to keep the biprism away from the backfocal plane of the objective
lens, and apply a higher voltage to the biprism. From Eqs. (22) and (25), therefore, the
intensity distribution I(z,y) of the hologram, which is the only one that we can record
on a photographic film, is simply given by

Ihol(zx y) =l \Il(z) Y, z) |‘2
=| Wi(z,9,2) I’ + | U(=,9,2) I +W(z, 9, 2)¥} (2,9, 2) + ¥ (2, 9, 2) ¥, (2, 9, 2)

z L3
=1+|¢(—H—ﬁ -
- T L36 L2M 1 L3
(o = o =) o {m( S
z Lj3b y . l L36

The second term indicates the magnified in-focused image of the specimen. A matter of
course, the interference terms, the third and fourth terms, inv Eq. (26) appear only when
¥; and ¥, overlap.

When there is no specimen, the transmission function 9(z,y) = 1 and the intensity

distribution on the hologram is, from Eq. (26)

L,M 1 Lj6
- )3 7

La(z,y) =
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This is the fundamental fringes (carrier fringes), spacing =/{k(£a YAy 7 zll-)%f-}, on the
hologram. This is regarded as an equi-spacing parallel grating.
When the specimen is placed only in the region z > 0, and its transmission function

¥(z,y) is given by its amplitude transmittance | ¥(z,y) | and its phase ¢(z,y);

¥(z,9) =| ¥(z,9) | ezp{id(z,9)}, (28)

then, the intensity distribution of the hologram Eq. (26) is given by

a:+L35 $+L35 y

L) +2 U )
{¢(—”L35 «%) P 1)""“5} (29)

This shows that the spacing of the fundamental fringes Eq. (27) is modulated by ¢(z,y),

Ihol(xay)' = 1+ I ¢(-

the phase of the transmission function of the sample, or the phase distribution of the
object wave. The hologram, in this way, contains the phase distribution ¢(z,y) in the
form of bendings of the interference fringes, as well as the amplitude distribution | ¥(z, y) |
of the object wave (see Fig. 2.6).

In the case of the electron optics in which the biprism is installed between the specimen
and the objective lens, as shown in Fig. 2.7(e)(f), the similar results can be derived.

When we observe the electromagnetic fields spreading in vacuum, the transmission
function Eq. (28) of the investigated sample region has only the phase factor, a pure
phase object;

¥(z,y) = ezp{id(z,9)} , (30)

because the electromagnetic fields modulate only the phase of electron waves. Then, the
intensity distribution of the hologram Eq. (29) is given by

z+ L36 LM 1 L3
ha(e,9) = 2+ 2 cos{$(~—37~ , —3p) + 2T~ )gEed - (1)

For the purpose of this thesis, analysis of magnetic fields in vacuum, it is enough to treat
the hologram Eq (31) instead of a general expression Eq. (29)

In the case of a sample, of which scattering power for electron beams is weak, i.e.,
transparent for electrons, such as very thin specimens or biological specimens, its trans-

mission function is also approximated by Eq. (30), and therefore, the contrast is hard to
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observe in the conventional electron micrograph. However, phase contrast can be utilized

for observation of such a sample using the hologram Eq. (31).

2.5 Wavefront reconstruction

2.5.1 Interference micrographs

Although the phase distribution ¢(z, y) of the electron wave passed through the sample
region is recorded on the hologram as Eq. (31), we can not read out the phase informa.tion
directly from it, because the interference fringes in the hologram are very fine (~ 50um-
spacing) and not the contour phase lines. Therefore, I utilize a laser interferometer to
visualize the phase distribution as contour phase lines.

For simplicity, I reset a magnified (z, y)-coordinate system on the hologram and denote
the intensity distribution Eq. (31) as

ha(z,9) = 1+ cos{d(z,9) + 223, (32)

where s = r{k(R% L f;-)l‘ﬁf-}" is the carrier fringe spacing. After developing, fixing,
and bleaching the hologram, I get a phase hologram, of which transmission function Qg

for visible light beams is given by

Qu(z,y) = exp{ilha(z,v)} , | (33)

where Ij.(z,y) is expressed by Eq. (32). Using the identity of the Bessel function;

g'=nd — 5__: Jo(2)e™ (34)
and
Jnla) = (0P, (3
we can rewrite Eq. (33) as
Qu(z,y) = const.: z_: Ju(1) ezp[m{-— - ¢(z,y) — m}]
27z

= const. - [Jo(1) + iJ1(1) [ezp{i(¢(z,y) + ——)}+ ezp{—i(¢(z,y) + “—)}]

- Ja(1)[ezp{2i(¢(=,y) + T)} + ezp{-2i(¢(z,y) + T)}] +..]. (36)
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Fig. 2.8. When a laser beam illuminates a hologram, some diffracted waves as well as the
transmitted wave emerge, because the carrier fringes on the hologram act as a grating.
Although the transmitted wave is a plane wave, the diffracted waves have the same phase
distribution, or wavefront as the original electron wave. The phase distribution of the
higher-order diffracted waves are amplified by their orders. The conjugate waves also
appear with the opposite diffraction angles.



As shown in Fig. 2.8, when a plane light wave ¥,,(z,y,z) = ezp{iKz} illuminates the
bleached hologram with normal incidence using, say, a He-Ne laser beam (K is the wave

number of the laser light), the wave emerging from the hologram is written as

QH(za y)\Il;,.(z, Y, z)
~ ‘I’o(-"’» Y, z) + ‘I’-H(z’ Y, Z) + ‘I’—l(z) Y, z) + \I’+2(z) Y, z) + ‘P—Z(z) Y, z) + ey (37)

where

Yo(z,v,2) = Jo(D)eapliK7], (32)
Vi(e,9,9) = ih(Dezplifgla,v) + 2 + K2, (39)
Va(e,0,2) = ihearli{-4(z,) ~ 2=+ K2}, (40)
Visle,9,7) = —Da(ezplif29(z,9) + = + K2)], (41)
Vs(,92) = ~Ta(Deepli{-20(e,9) — T + K} (42)

This result shows that the phase hologram Eq. (33) acts as a nonlinear grating and
produces some diffracted waves ¥, besides a transmitted wave ¥, as shown in Fig. 2.8.
The transmitted wave Eq. (38) is a plane wave, emerging along the z-axis. The 1st-order
diffracted wave Eq. (39) propagates in the direction with an off-angle # from the z-axis,
6 = arc sin(3X), and has the phase distribution ¢(z,y). The —Ist-order diffracted wave
Eq. (40) propagates with a diffraction angle —8, opposite direction of that of ¥,;, and
has a conjugated phase —¢(z,y). The diffraction angle and phaée shifts of the +2nd-
order diffracted waves, Eqs. (41) and (42), are twice of those of the +1st-order diffracted
waves.

In this way, the phase distribution ¢(z,y) of the object electron wave is faithfully
transferred into the light wave through an intermediate medium, a hologram. Then,
various laser interferometric techniques can be utilized for analyzing the phase distribution
¢(z,y) of the diffracted laser wave. This is an ingenious idea of holography by Gabor.

In our experiment, the hologram is set in a Twyman-Green type laser interferometer
as shown in Fig. 2.9. A He-Ne laser beam is divided into two waves by a beam splitter.

Each wave is reflected by the mirrors A and B, and illuminates the hologram. Two series
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of the emerging waves Eqgs. (37)~(42) from the hologram appear for the two illuminating
waves. When the illuminating wave A, coming from the mirror A, irradiates the hologram
with normal incidence, only the transmitted wave Eq. (38) can pass through the aperture

and reach the image plane of the TV camera, which is written as
Va(z,y,2) = Jo(1)ezp{iK 2} . (43)

On the other hand, when, by inclining the mirror B, the illuminating wave B, coming
from the mirror B, irradiates the hologram with the off-angle 8 = arc sin(2%) from the
normal incidence, only the 1st diffracted wave Eq. (39) can pass through the aperture

and reach the TV camera, which is expressed as
Vp(z,y, 2) = i/1(1)ezpli{¢(z,y) + Kz}] . (44)

The two waves, V4 and ¥y interfere with each other, and its interference pattern

I(.’L‘, y) = I \PA(zs Y, z) + ‘IIB(z) Y, z) |2
= Jo(1)* + 11(1)* + Jo(1) J1(1)sin{é(z, y)} (45)

is recorded on the image plane of the TV camera. The interference fringes in this pattern
appear with 27-phase interval, i.e., the carrier fringes are removed and only the contour
phase lines of the phase distribution ¢(z,y) appear. The interference pattern Eq. (45) is
called "an interference micrograph”. The phase distribution of the original electron wave

transmitted through the sample region is visualized in this way.

2.5.2 Phase-difference amplification

Although the interference micrograph Eq. (45) shows the phase distributions of an
electron wave in units of 2, it is inadequate for observation with higher phase precigion.
Especially, when the phase modulation is less than 27 in the case of observation of, say,
very weak magnetic fields, the interference micrograph shows ”zero-fringe pattern”, so that
the phase distribution can not be accurately displayed. For these reasons, some techniques
have been developed to get a ”phase-difference amplified” interference micrograph using
the unique features of hologram, i.e. the amplification and conjugation of phase. The

micrograph is an interference pattern drawn in units of 2= (n is an integer up to ~ 30) in
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which finer phase modulations can be visualized. There are two methods for the phase-
difference amplification; one employs a higher-order diffracted waves and their conjugates
Egs. (39)~(42) (Fig. 2.10 (a)); another is longitudinally reversed shearing interferometry
(Fig. 2.10 (b)).

By utilizing a pair of conjugate waves, +1st waves Eqs. (39) and (40), the phase
sensitivity can be made increase twice[2.11][2.12]. When, by inclining the mirror A in
Fig. 2.9, the illuminating wave A is made to irradiate the hologram with the angle of —§
from the normal incidence, only the —1st diffracted wave Eq (40) can pass through the

aperture and reach the camera;

Va(z,y,2) = i/y(1ezpli{—¢(z,y) + K2}] . (46)

In this case, the interference pattern formed with the wave ¥5 Eq. (44) becomes

I(.'l}, y) = I \I’A(z) y)z) + \I"B(z)ya z) |2
= 2J,(1)[1 + cos{24(=,)}] - (47)

The interference fringes in this pattern are contour phase lines drawn in units of x. This
is an interference micrograph with twice ”phase-difference amplification”.

The phase-difference amplification technique using higher-order diffracted waves from
a phase hologram or a nonlinear hologram was developed in the optical interferometry
[2.13][2.14]). When, by inclining the mirror B in Fig. 2.9, the illuminating wave B irradi-
ates the hologram with the angle of 26 from the normal incidence, only the 2nd diffracted

wave Eq. (41) can pass through the aperture and propagates to the camera;

Up(z,y,2) = —Ja(1)ezpli{24(z,y) + Kz}] . (48)
Then, the interference pattern formed with the wave ¥, Eq. (46) is given by

I(z,y) = |Yalz,y,2)+ ¥s(z,y,2) [?
= J1(1)* + J(1)% + 2J1(1) 12(1)sin{3¢(z, y)} . (49)

This is an interference micrograph with three-times phase-difference amplification, which

shows the contour phase lines in units of 33’1.
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In this way, using the +n-th order and the —m-th order diffracted waves from the

phase hologram, we can obtain (n + m)-times phase-difference amplified interference mi-

2x
(n+m)

crograph in which the contour phase lines in units of can be drawn, and finer phase
changes are visualized. The degree of phase-difference amplification hitherto obtained
using this technique ranges up to approximately 30 [2.15]. In other words, contour fringes
can be drawn at every 2= phase interval in the interference micrograph. The attainable
degree of amplification by this method is primary limited by three factors; (1) diffraction
efficiency to get enough intensity of higher-order diffracted waves, (2) distortion of the
hologram causing aberrations in diffracted waves, and (3) speckle-pattern noise which is
more distinguished in higher-order diffracted waves.

Another technique, longitudinally reversed shearing interferometry was first proposed
by Bryngdahl [2.12] and developed by Matsuda et al. in the optical interferometry [2.16].
As shown in Fig. 2.10 (b), a collimated laser beam illuminates the hologram and only the
+1st diffracted waves are selected with an aperture of double holes situated at the back
focal plane of Lens A. Then, a new hologram of twice-phase-difference amplification is
formed and recorded on a phétographic film.

Next, if, instead of the original hologram, the newly made twice-amplified hologram
is set at the position of ” Hologram” in the figure, a four-times-phase-difference amplified
hologram is made. If this procedure is repeated n times, the degree of amplification in-
creases up to 2" times. In this method, the diffraction efficiency of the holograms less
strictly limits the maximum degree of the phase-difference amplification compared with
the higher-order diffraction method above mentioned, although it is much more laborious
and time-consuming.

Some examples of phase-difference amplified interference micrographs are shown in
Fig. 2.11 [2.17]. The sample is a beryllium fine particle of which three-dimensional shape
is shown in Fig. 2.11(a). (b) is its reconstructed image which is equivalent to the con-
ventional electron microscopic image. In the twice phase-difference ampliﬁ'ed interference
micrograph (d), the number of the fringes becomes doubled compared with the original
interference micrograph (c), so that finer phase modulation can be visualized as con-

tour phase lines. Although the 32-times amplified micrograph (e) shows very fine phase
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Fig. 2.11. As increasing the degree of the phase-difference amplification, smaller phase
modulation, or finer 3D form of the sample, is revealed. The sample is beryllium fine
particle. (a) Schematic of the 3D form of the particle. (b) Reconstructed image which is
equivalent to the electron microscopic image. (c) Interference micrograph without ampli-
fication showing the interference fringes in 2n-phase interval. (d) Twice phase-difference
amplified interference micrograph showing the fringes in 7-phase interval. (e) 32-times
amplified interference micrograph showing the fringes in %-phase interval [2.17].



variation, speckle-pattern noise is distinguished.

2.6 The Aharonov-Bohm effect
Let us review the physical meaning of the phase factor ¢(z,y) of the transmission
function of the specimen Eq. (28), i.e. the phase distribution of the object electron wave.

The wavefunction of an electron V¥(7,t), in general, obeys the Schrédinger eqﬁation;
2y t) = (o (B 4 ed)? — eV }U(ELY) . (50)
at '’ 2m 1 ’

In the absence of the electromagnetic potentials A and V, the wavefunction Wo(f,t)

satisfies the free electron’s Schodinger equation;

i h?

iha‘l’o(’-‘; t)= —2—m'62‘1’o('-"at) ; (51)

of which solution is a plane wave. The solution of Eq. (50), ¥(r,t), is written as, using

the free electron’s wavefunction,
U(F, 1) = Wo(7, 1) - exp{id(7} , (52)
where the phase factor ¢(7) is given by

o) = [(V-dt—A-d7), (53)

if the variations of the electromagnetic potentials are small enough for the WKB approx-
imation to be valid. The integral goes along the path of the wavefront element of interest
in space-time.

This result means that the phase of the illuminating electron wave, a plane wave,
is modulated by the electromagnetic potentials during the passage through the sample
region. This is the Aharonov-Bohm effect. In principle, therefore, we can derive the dis-
tributions of the electromagnetic fields from the phase ¢(z,y) of the object. wave recorded
on a hologram. The phase we can measure is, in exact terms, the phase difference between
the object and reference waves. The phase itself does not uniquely determined due to the
arbitrariness in the electromagnetic potentials.

Good examples are shown in Fig. 2.12. Let us consider, at first, a non-magnetic
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Fig. 2.12. Deformation of electron wavefront by a specimen. (a) In the case of a non-
magnetic specimen, the phase shift is proportional to the thickness of the specimen. (b) In
magnetic case, the phase shifts in proportion to the amount of the enclosed magnetic flux .



specimen which is truncated-cone-shaped with the height d, as shown in Fig. 2.12 (a).
The phase difference A¢ between the transmitted wavefront elements, of which paths are

path 1 and path 2 shown in this figure, is given by, from Eq. (53),

Ap=—2{[ V- /M V. (54)

path 1

The electrostatic potential V exists only inside the specimen, of which mean inner poten-

tial is —V5. Then,
e

A¢—h

where A7 is the transient time for the electron passing through the specimen, and given

Vo AT, (55)

with the electron velocity v as A7 = d/v if we neglect the velocity change. Hence we get

Ad(z,) = SHied (56)

which implies that the phase shift A¢(z,y) of the transmitted wave is proportional to the
thickness of the specimen d(z,y). When, therefore, we draw the contour phase lines of
the transmitted wave, it is equivalent to the contour maps of the thickness distribution of
the specimen. In other words, the 3D form of the specimen is revealed as a contour map
in its interference micrograph. In the case of 100 kV-electron acceleration and Vo ~ 10 V,
the phase shift of 27 occurs for the thickness d ~ 60 nm. This sensitivity is not so high
in spite of an extremely short wavelength of the electron beam. This is because the inner
potential of materials is too small compared with the electron acceleration voltage.
More generally, in the case of observation of an electric field distribution V'(z, y, 2),

the phase distribution of the transmitted electron wave is expressed as

el [
bz,9)=—2= [ V(a,,2)dz. (57)
Here the electron propagates along the z-axis. For simplicity, ¢(z,y) here denotes the
phase difference between the object and the reference waves. Electric field vector E can

be, therefore, related to the phase distribution through the definition E=-V. V;

L@iy_) = " Ba(z,y,2)dz, (58)
o 1 fo°
¢_(azyL?/_) = 2 /_ " Ey(a,y,2)dz. (59)
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The magnetic case is illustrated in Fig. 2.12 (b). The specimen is a ring magnet, of
which total magnetic flux is ®. The thickness of the ring is ignoi'ed for simplicity. I take
the path 1 passing through the inner hole of the ring, and the path 2 outside the ring.
The phase difference between the wavefront elements traveled along each path is given
by, from Eq. (53),

e
A¢ = g{

Since we can regard the starting and ending points of the paths 1 and 2 as the same point

A‘.df'—/ A-di}. (60)
path 2

path 1

at infinite distance,

A¢=%ffi‘-dr*, (61)
where the integral is performed along the closed path determined by the paths 1 and 2.
According to the Stokes theorem and rot A=B ( Bis the magnetic flux density vector),

A¢=%/1§'-d§, (62)

where the surface integral is carried out over the surface bordered by the closed path.
Consequently we get
e ¢
Ap =<0 =2r——.
PRSI
This result is schematically shown in Fig. 2.13 (a). The magnetic flux ® causes the

(63)

phase shift A¢ between the electron wavefront elements passing through the either sides
of the flux. In other words, this result is interpreted as that the contour phase lines with
2m-interval of the transmitted wavefunction directly show the magnetic flur lines in units
of & (= 4.1 x 10715 Wb). | |

Mathematical expressions generally relating the phase distribution to the magnetic
field distribution are given as follows. I set up a coordinate system as shown in Fig.
2.13 (b), in which the z-axis is parallel to the wave propagation. In the case of weak
magnetic fields, the paths 1 and 2 can be regarded as straight lines passing through the
points (z,y,0) and (z + dz,y,0), respectively, and parallel to the z-axis. Hence, A¢ in
Eqgs. (61)~(63) is written as Qta%ﬁldz,.and the surface element dS in Eq. (62) points to
the positive direction of the y-axis and | ds |= dz - dz. Equation (62) is consequently
rewritten as

0¢(z, had
%dz = 2dz [~ B,(z,,2)dz . (64)
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We finally get

Op(z,y) _e [ |
8z - E[—oo Bv(zay’z)dz . (65)
In the same way with the path 2 passing through the point (z,y + dy, 0), we obtain
Op(z,y) _ _e (™
o =5 [ Belesu,2)dz (66)

The direction-of-view (z)-component of the field vector do not affect the phase distribu-
tion of the transmitted electron wave.

The phase distribution of the electron wave, in this way, directly related to the elec-
tromagnetic field distributions. We can obtain the line integrals of the field vector com-
ponents along the direction of view from the electron phase information. Equations (58),
(59), (65), and (66) will be utilized in Chapter 5 to obtain the field vector components

themselves from the derivatives of the electron phase distribution.
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Chapter 3

Fringe scanning interferometry

3.1 Introduction _

Although the phase-difference amplification technique mentioned in the previous chap-
ter considerably improve the phase sensitivity in the electron holographic observation, up
to ~ 27/30, so that finer phase shifts can be visualized, it has some disadvantages. (1)
The phase sensitivity of the technique is sometimes insufficient for quantitative analysis
of very small amounts of magnetic flux or biological specimens which cause only very
small changes in electron phase. This inadequet phase sensitivity is due to that the phase
information between two neighboring contour phase lines in the interference micrographs
are ignored. (2) The technique needs laborious and time-consuming procedures which
are far from real-time observation. (3) The interference micrograph for magnetic field
observation only shows the flux flow, not distinguishes the direction of the flow. In other
words, we can not determine the sign of the phase shift, or can not distinguish the advance
or delay in electron wave propagation.

On the other hand, some methods for analyzing optical wavefronts with very high
phase accuracy using digital image processing techniques have been recently developed in
the field of optical interferometry. They are collectively called ”subfringe interferometry”
which enables the measurement of the phase variations between two neighboring fringes
in interference fringe patterns. They have successfully applied for analyzing the aberra-
tions of optical lenses, fine distortions of macroscopic objects, and others[3.1][3.2]. Since
the subfringe interferometry can in principle be applied for the analysis of the optical
wavefronts reconstructed from the electron hologram, I constructed a laser interferometer

for the method and tried to analyze the electron holograms with it.
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The fringe intensity distribution in a real interference micrograph is expressed by

I(z,y) = a(z,y) + b(=, y)sin{¢(=,9)} , (67)

instead of Eq. (45), because the average intensity a(z,y) and the fringe contrast b(z,y)
are not constant over the image due to the nonuniformity of the illuminating laser beams,
nonlinearity of the photographic film, the intensity distribution of the object electron
wave, the speckle noise, and others. The phase distribution ¢(z, y) is, then, simply given
by

#(z,y) = arc sin[I(x’ 32)(; ;)(m, y)] ~ (68)

from the measured data of I(z,y), a(z,y), and b(z,y). The high accuracy of the phase

measurement, however, is not expected by this analysis method, because the measurement
errors of I(z,y), a(z,y), and b(z,y) may be considerable due to the nonlinearity of the
TV camera, the speckle noise and others. This fact makes difficult to directly read out
the phase distribution from the interference micrograph with high precision.

In the subfringe interferometry, the phase factor of the sine function in Eq. (67) is
artificially made changed, so that only the phase ¢(z,y) is separated from the average
intensity a(z,y) and fringe contrast b(z,y). There are several kinds of methods in the
subfringe interferometry; a) heterodyne interferometry[3.3], b) fringe scanning interfer-
ometry[3.4], c) phase-locked interferometry[3.5], d) Fourier transform method [3.6], and
e) scanning Moire method [3.7]). In the first three methods, the phase factor of the sine
function in Eq. (67) is made changed with time, while in the case of the last two method,
the factor is made spé.tia,lly changed.

Of these techniques, I have adopted the fringe scanning interferometry for the electron
hologram analysis because of its high precision in the phase measurement, high spatial
resolution, and quickness of the measurement. This method has been found to overcome
the difficulties in the phase-difference amplification methods mentioned in the previous
chapter. That is, it enables the numerical measurement of the subfringe phase distribution
and greatly improve the phase sensitivity up to ~ 27/100. The sign of the phase shift is
also automatically determined. This method, moreover, remarkably reduced the analysis

time compared with the phase-difference amplification method. This availability leads to
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new analysis method such as computerized tomography with electron holography, which
will be discussed in Chapter 5.

Section 3.2 is devoted to describing the principle and experimental set-up for the fringe
scanning interferometry. The analysis procedure is explained in detail in Section 3.3. In
Section 3.4, some examples of the electron hologram analysis with this method are shown,

and its ability is discussed. The results are summarized in Section 3.5.

3.2 Principle and experimental set-up

Figure 3.1 shows the optical reconstruction system with the fringe scanning interfer-
ometry. The laser interferometer is the similar one as that in Fig. 2.9 with the exception
that the mirror A is movable with a piezoelectric transducer (PZT). As in the case of Fig.
2.9, the illuminating wave A, coming from the mirror A, irradiates the hologram with
normal incidence, and only the transmitted wave pass through the aperture, and finally

reach the image plane of the TV camera;
VU 4(z,y,2) ~ ezp{iKz} . (69)
If the mirror A shifts with the distance [, driven by the PZT,
Va(z,y,2;6) ~ exp{iKz — i6} (70)

where § = 2rZ () is the wavelength of the He-Ne laser beam, 632.8 nm). On the other
hand, when, by inclining the mirror B, the illuminating wave B, coming from the mirror
B, irradiates the hologram with an angle § from the normal incidence, only the +1st

diffracted wave can pass through the aperture and reach the TV camera,;
Vp(z,y,2) ~ i-expli{¢(z,y) + Kz}] . (71)
Then, the interference fringe pattern Eq. (67) is modulated to be

I(z,y;6) = |Val(s,y,2;6) + ¥Up(z,y,2) |
= a(z,y) + b(z,y)sin{d(z,y) + 6} . (72)

This indicates that the fringes in the interference micrograph shift with the movement

of the mirror A. The fringe scanning interferometry enables one to extract the phase
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computer HIDIC-IP which also controls a high voltage (HV) supply to drive a piezoelec-
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distribution ¢(z,y) from several interference micrographs I(z,y; §) with different values

of §’s. The intensity distribution Eq. (72) can be, in general, expressed as a Fourier series

with 6;

I(z,y;6;) = %+ 'Z% a,cos{ré;} + Z_% bysin{ré,} , (73)
where i '
a = — Z I(z,y; 6;)cos{ré; } (74)
,—o
by = Z I(z,y; 6;)sin{ré;} , (75)
, M =
5; = %l (G=0,1,2,..,M—1). (76)

Taking into account Eq. (72), the terms of r = 1 are explicitly written by

a = bz, y)sin{p(z,9)} = — §I<z,y,6)cos(6)
M-1

by = b(z,y)cos{¢(z,y)} = o= E I(z,y; 6;)sin(6;) . (77)
Consequently, we get

#(z,y) = arc tanot
b1

o I(z, y; 65)cos(6;)
,_olf(m,y, i)sin(65)

= arc tan{

}, (mode 2x) . (78)

This result implies that, by the stepwise movement of the mirror A with interval of 337 M’
we obtain M interference micrographs I(z,y;é;), stored in a computer, and finally the
phase distribution ¢(z,y) can be calculated according to Eq. (78).

This procedure is physically interpreted as follows with an example in Fig. 3.2. The
sample is a similar beryllium fine particle as in Fig. 2.11. Figures 3.2 (a)~(d) are the
interference micrographs with the PZT shift of } interval. The interference fringes are
observed to shift with the movement of the mirror A. In other words, the irradiance at
a corresponding pixel A in the interference micrographs (a)~(d) goes through one cycle
of periodic variation with the movement of the mirror A, as shown in Fig. 3.2 (e). The

irradiance variation at a different pixel B is also sinusoidal with a different phase. The
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Fig. 3.2. Analysis with the fringe scanning interferometry. The sample is a beryllium fine
particle. (a)~(d) Interference micrographs with different positions of the movable mirror
A, of which position interval is . (e) Schematic graph showing the irradiance variation

of a pixel with the mirror shift.



computer determines a best-fit sinusoidal function for the irradiance vs. the phase shift §;
at each pixel. The phase of the best-fit function is a direct measure of the phase at each
pixel. Even if the irradiance nonlinearly changes, the calculation Eq. (78) extracts only
the sinusoidal component of the change. Since only the sequential change of the irradiance
at each pixel is traced, the nonuniformity of illuminating beams and the local changes of
the fringe intensity and contrast do not affect the precision of the phase measurement.
In my experiment, I took M = 4, limited by the capacity of the image processing
computer, although the precision of the phase measurement increases with the number

M. Four images at different positions of the mirror A, of which position interval is 3,

I(z,:7) = alz,9) + bz, 9)sin{h(z,9) + o} (79)
(n = 0 ~ 3) were synchronously stored through the TV camera (512 x 512 pixels) in
Hitachi image processing minicorhputer HIDIC-IP. Hence the phase distribution Eq. (78)
is simply given by
I(z,y;0) — I(2,9;2)
I(z,y;1) — I(z,4;3) ’

The calculated arctangent values are wrapped between +a. The unwrapped phase value

#(z,y) = arc tan (mode 2) . (80)

gives the correct shape corresponding to the phase profile. By performing the above cal-
culation all over the pixels on the image, the phase distribution of the +1st diffracted laser
wave from the hologram, which is equivalent to the original electron wave, is numerically

reconstructed.

3.3 Experimental procedure
The experimental procedure is shown in Fig. 3.3 (a) as a flow diagram.
(1) Calibration of the PZT (piezoelectric transducer)

I have to make the mirror A move stepwisely with the position interval -:-(: 79.1nm)
to get four interference micrographs Eq. (79). Since the stretch of the PZT is not lin-
early proportional to the applied voltage, depending on the temperature, and has some
hysteresis, I had to calibrate the movement of the PZT in advance for each measurement

with the same interferometer. The control error of the PZT movement directly decreases
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Fig. 3.3. (a) Flow diagram of the software system for image data acquisition and phase
analysis. (b) The irradiance of a pixel on a interference micrograph changes with the
applied voltage to the PZT. One period in the change corresponds to the mirror shift of
2. (b) Calibration curve of the PZT shift vs. the applied voltage.



the precision of the phase measurement. By increasing the voltage é,pplied to the PZT
from 0 V to 1 kV with 2 V interval, the stepwise movement of the mirror A in the inter-
ferometer of Fig. 3.1 causes the irradiance change of a marked pixel on the interference
micrograph. The irradiance variation is shown in Fig. 3.3 (b) which indicates that several
interference fringes pass through the marked pixel with the shift of the mirror A. By
counting the number of the passed fringes, I measured the shift distance of the mirror A.
By fitting a quadratic curve to the data points of the shift vs. the applied voltage (Fig.
3.3 (c)), the coefficients of the calibration quadratic curve of translation are evaluated.
From these evaluated coéfﬁcients, a corrected voltage is available for the phase-shifting
procedure. That is, the voltages corresponding to the mirror shift of % are evaluated at
each mirror position.
(2) Image data acquisition

Four interference micrographs Eq. (79) (Fig. 3.2 (a)~(d)) are stored in a computer
memory with simultaneously controlling the PZT movement. If necessary, the recon-
structed images or the intensity distributions | ¥ 4(z,y,2) |? and | ¥p(z,y, z) |? of each
wave, Egs. (70) and (71), are also separately stored.
(3) Pre-processing

Unweighted local averaging and median filtering were used to reduce statistical noise
in the interference micrographs. If necessary, in order to obtain enhanced fringe con-
trast and to reduce the background noise, the reconstructed images | ¥ 4(z,y,z) |* and
| ¥5(z,y,2) |, ie a(z,y) in Eq. (79), are subtracted from the interference micrographs
I(z,y;n).
(4) Phase evaluation

The phase ¢(z, y) is calculated according to Eq. (80) for all pixels (z,y). The compu-
tation of phase by any inverse trigonometric function only provides phase principal values
between +7 rad. The line profile (Fig. 3.4 (b)) of the calculated phase distribution along
the cross line AB in the interference micrograph Fig. 3.4 (a) shows several phase jumps
of ~ 2, which correspond to the interference fringes in (a). On the next step, this phase
unwrapping was performed to obtain a continuous phase profile (Fig. 3.4 (c)) which cor-

responds to the shape of the wavefront.

54



TIh |
| /r
8 opll
]
ey . .
A Position on the image B
:
=
A

A Position on the image B

Fig. 3.4. Phase calculation in the fringe scanning interferometry. The sample is a beryl-
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we obtain a continuous phase distribution (c).



(5) Post-processing

The aberration of the optical interferometer and the tilt phase term are subtracted
from the unwrapped phase data. Noise reduction processing was carried out also in this
stage, if necessary. The phase noise to be considered in electron holographic interferom-
etry are (i) phase irregularity in a carbon film base which supports the specimen (when
used) in the electron microscopic observations, (ii) speckle noise caused by dust and such
in the optical interferometer, (iii) thickness irregularity and granules of the hologram, and
(iv) electronic statistical noise: shot noise and thermal noise in the TV camera.

For the spatial noise due to the first three sources, I use noise reduction techniques
by digital image processing including local averaging and median windowing. In particu-
lar, median window filtering is powerful in reducing salt-and-pepper spatial noise without
reducing spatial resolution. Spatially independent noise such as salt-and-pepper noise in
the phase distribution is serious in performing phase unwrapping, resulting in fatal error
near the phase discontinuity region. If the phase unwrapping failed at a noise pixel, the
unwrapping process had to be carried out afterward by hand using a mouse.

(6) Display

The calculated phase data are displayed in an arbitrary format; contour phase map

like interference micrographs, perspective view of the wavefront, gray levels, line profile,

and others.

3.4 Analysis examples

3.4.1 Cobalt fine particle

Cobalt fine particles were prepared by gas evaporation technique in 10-Torr inert
argon gas atmosphere. The particles grown in the intermediate zone in its smoke were
collected on a microgrid at the position 4 cm above the evaporation source [3.8][3.9]. The
hologram, which is the same one in ref. [3.10], was re-examined with the fringe scanning

interferometry.
Figure 3.5 (b) shows a magnified version of the electron hologram. The holographic

carrier fringes are very fine (~ 20 um), while the Fresnel fringes originated from the
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Fig. 3.5. Cobalt fine particle. (a) Schematic showing the 3D shape of the particle and
its magnetic structure. (b) Magnified version of an electron hologram. (c) Interference
micrograph with twice phase-difference amplification. [3.10]



central wire of the electron biprism are clearly observed. The fine particle of interest is
imaged in triangular-shaped in the hologram, of which 3D form is known as a triangular
pyramid truncated parallel to the base plane, {111} surface, with < 110 >edges. The side
planes are known to be {100} surfaces from the crystal habit of fcc metals. The carrier
fringes are also recorded in the black part of the particle image, although hardly recog-
nizable in this figure. The particle is known to have three magnetic domains bounded by
120-degree Néel walls, shown in Fig. 3.5(a). Details of the structure is hardly observed
in the the conventional electron microscopic image. On the other hand, several contour
lines appear in its twice bhase-diﬂ'erence-ampliﬁed interference micrograph (c), Eq. (47),
reconstructed with the +1st diffracted laser waves from the hologram. The image has a
salt-and-peppery appearance due to the randomness of the speckle. Contour lines parallel
to the three edges of the specimen show the linear increase of the thickness in the particle.
The inner contour lines correspond to magnetic lines of force in a unit of ;‘—e, since the
inner region is uniform thickness due to the typical crystal habit of fcc particles [3.9]. It
cannot be determined from this contour map whether the magnetization rotates clockwise
or counterclockwise. '

Figure 3.6 shows four interference micrographs Eq. (79) reconstructed with the 1st-
order diffracted and the transmitted waves with Z-reference-phase shift caused by the PZT
movement in the laser interferometer of Fig. 3.1. The shift of the interference fringes in
the micrograph is observed to be cyclic with the PZT movement. The principal values of
the phase are calculated according to Eq. (80).

Figure 3.7 (a) shows the principal phase distribution in gray scale, in which the abrupt
contrast changes from black to white indicate the phase jumps of ~ 27, (b) is the line
profile along a central cross line AB in (a). The phase jumps of ~ 27 correspond to the
fringes in the interference micrograph of Fig. 3.6 (d). Although the phase jumps in the
principal value must be, in principle, exactly 27, the jumps in the measured phase distri-
butions were often less than 27 as shown Fig. 3.7 (b). This is partly because the steep
phase variation is smeared out due to the finite size of the TV pixels. Another reason
is the speckle noise of random phase. Anyway, the figure shows that the phase change

between the adjacent fringes in the interference micrograph, i.e. the subfringe informa-
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Fig. 3.6. Four interference micrographs Eq. (79) reconstructed with the lst-order
diffracted and the transmitted waves with Z-reference-phase shift caused by the PZT
movement in the laser interferometer (Fig. 3.1).
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Fig. 3.7. (a) The wrapped phase distribution in gray scale display. (b) Its line profile
along a central cross section AB in (a). (c) The unwrapped phase distribution in gray
scale display. (d) Its line profile along a central cross section AB in (c).



tion, is numerically measured. This is the reason why the phase measurement precision in
electron holography is improved by the fringe scanning interferometry. After continuation
of the phase distribution at 27-jumps, I obtain an unwrapped phase distribution, shown
in gray levels Fig. 3.7 (c). (d) is its phase profile along the central cross line AB in (c).
In the unwrapped phase distribution, a tilted phase term due to optical misalignment
or a background phase undulation can be subtracted by using a least-squares-estimation
method.

From the line profile of the phase distribution shown in Flg 3.7 (d), I can measure the
thickness of the particle, its inner potential, and its spontaneous magnetization as follows.
According to the fact that the angle between (111) plane and (100) plane of fcc metals is
70.53°, the thickness is calculated to be 76 nm using the distance CD (see Fig. 3.7 (d))
27 nm. The magnetic phase shift between the points E and D is measured to be 1.71 x 2,
implying the magnetic flux flow of 1.71 x (£)-in the region with thickness of 76 nm. Con-
sequently the magnetic flux density B is calculated to be 1.7 Wb/m? (17000 G), resulting
in the spontaneous magnetization H, = ﬁ is 1380 Oe. By subtracting the magnetic
phase shift from the measured phase distribution of Fig. 3.7 (d), therefore, the phase
shift caused by the Co particle without magnetization is calculated to be the broken line
in Fig. 3.7 (d). This indicates that the thickness of the particle, 76 nm, causes the phase
shift of 17.6 rad., implying the mean inner potential of 23 V, calculated from Eq. (56).

A three-dimensional plot of the unwrapped phase distribution is shown in Fig. 3.8 (a).
This is the electron wavefront just after transmitted through the cobalt fine particle. The
wavefront propagation delays due to the particle thickness as well as magnetic field in it,
which implies that the rotation of the magnetization in the particle is counterclockwise as
shown in Fig. 3.5 (a). The delay or advance in the wave propagation,in general, which cor-
responds to the direction of magnetic flux flow, is automatically determined in the fringe
scanning interferometry. Figure 3.8 (b) and (c) are the contour phase maps with 7 and
% intervals, respectively. These are equivalent to the interference micrographs with twice
and four-times phase-difference amplified interference micrographs, respectively. In this
way, once we obtain the numerical data of the phase distribution, it can be transformed

in arbitrary display formats.
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electron wavefront just after transmitting through the Co particle. (b) and (c) are the
contour phase maps with I and = intervals, respectively, which were calculated from the

numerical data of the phase distribution.



3.4.2 Ring magnet

The second analysis example is with a ring magnet which was used for verifying the
Aharonov-Bohm effect [3.11). The sample (Fig. 3.9 (a)), Permalloy film of ~ 10 nm
thickness of toroidal geometry was fabricated with use of photolithography technique.
The magnetization in the magnet smoothly rotates with negligible leakage fields. The
hologram, which is the same one in ref. [3.12], is re-examined with the fringe scanning
interferometry.

Figure 3.9 (b) shows an ”interferogram” with twice phase-difference amplification.
This was obtained using the 1st diffracted wave Eq. (44) and the -1st one Eq. (46) with
somewhat tilted wavefront. The micrograph is not, therefore, a contour phase map. But
the fringe shift in the image reveals that phase difference exists between two electron
wavefronts that have passed through the inner and outer spaces of the toroidal magnet,
while there are no magnetic fields in those spaces.

Figure 3.9 (c) shows the numerically reconstructed wavefront with the fringe scanning
interferometry. The phase shift in the wavefront between the inner and outer parts of the
ring is obvious, which verifies the Aharonov-Bohm effect. The sign of the phase shift is
reversed in this figure for clarity. The wavefront passing through the inner hole of the
ring was really advanced compared with that outside the ring.

Figure 3.10 (a) is a contour phase map with % interval which was calculated from
the numerical data of the phase distribution. The line profiles of the phase distribution
along the cross lines AB and CD in (a) are shown in (b) and (c), respectively. The steep
increases of the phase of ~ 1.6 rad. at the inner and outer edges of the ring indicate the
phase advance caused by the inner potential and the thickness of the sample.

The major phase modulation, the linear increases or decreases of the phase, inside the
ring are originated from the rotating magnetic flux, of which direction can be determined
to be clockwise from the sign of the phase shift. The phase difference of ~ 7.5 rad between
the inner hole and outer area means that the magnetic flux of ~ 1.2( %) exists in the ring.
If the ring had no magnetic flux in it, the phase distribution should be the one indicated
by the broken lines in Figs. 3.10 (b) and (c).

Figures 3.10 (d) and (e) are the z-derivatives %’a%!ll of the phase profiles (b) and (c),
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sample. (b) Interferogram with twice phase-difference amplification. (c) The wavefront
reconstructed with the fringe scanning interferometry.
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respectively. According to Eq. (65), these quantities correspond to the line integral of
the y-component of the magnetic filed vector B,(z,y, z) along the electron trajectory (z-
direction). Since the B,(z,y, 2) is non-zero constant B,q only inside the ring of thickness

D, Eq. (65) is reduced to

9%"’—) = ZB,o(s,9)- D (81)

Hence the curves of Figs. 3.10 (d) and (e) can be regarded as the distribution of B,-
component itself, except the sharp peaks at the sample edges. The spontaneous magne-

tization of the ring is measured to be 0.85 Wb/m? (680 Oe).

3.5 Conclusions

The fringe scanning interferometry allows us to fully read out the phase distribution
of the electron wave recorded on the hologram, and to precisely obtain the subfringe
information in the interference micrographs. This method, in practice; improves the
phase measurement precision of the electron holography. As shown in the next chap-
ter, the phase resolution increases as high as ~ 27/100 with suitable samples, which
approximately corresponds to the three-times higher phase resolution compared with the
previous phase-difference amplification techniques. The analysis time also has become
much shorter than in the previous method. Moreover, the numerical data acquisition
in the fringe scanning interferometry will lead to the detailed analysis of the 3D shape
of the sample and the electromagnetic fields with data-processing by computers. Such

availability will be discussed in Chapter 5.
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Chapter 4

Stray field
from magnetic recording materials

4.1 Introduction

All kinds of information, images, sounds, sentences, numerical data, computer pro-
grams, and others, can be nowadays memorized in magnetic recording media such as
magnetic tapes and disks in the form of their magnetization patterns. Magnetic record-
ing was pioneered by Poulsen in 1910’s using steel wires as a recording medium. As
the performance of the data-processing machines such as computers is highly improved,
the amount of the treated information has greatly increased, leading to the improvement
of the quality of the information. This accordingly postulates high-density data storage
in magnetic recording media. Continuous progress in magnetic recording has been made
with use of a lot of new concepts and technologies concerning recording methods, magnetic
heads, and recording media. Since the invention of magnetic tapes by Pfleumer in 1930’s,
the recording density has improved by ~ 100 times for ~ 50 years. The mechanism of
magnetic recordings and the recorded magnetization patterns have been extensively stud-
ied both theoretically and experimentally in order to attain higher recording density and
higher reliability.

Two types of recording media have been employed; particulate films and continuous
films. The films consisted of ferromagnetic fine particles such as y-Fe,O3 and Fe-Co alloys
have Been widely adopted for commercial magnetic disks. Continuous films of magnetic
materials such as Co-Ni alloys, developed for high-density recordings, hé,ve been fabri-
cated by vacuum deposition or sputtering methods.

There are also two types of modes in digital magnetic recording to ”write” the mag-

netization patterns on the media. One is the longitudinal magnetization mode in which
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the recorded magnetizations are parallel to the surface of the medium as shown in Fig.
4.1 (a). ”17-bit and ”0”-bit correspond to right-directed and left-directed magnetizations,
respectively. Another is the perpendicular magnetic recording in which the recorded mag-
netizations are normal to the film surface as shown in Fig. 4.1 (b). ”1”-bit and ”0”-bit
are distinguished by up- and down-magnetizations, respectively. This mode was first
proposed by S. Iwasaki and Y. Nakamura to attain higher-density recording [4.1]. As
the recording density increases, or the bit length decreases, the demagnetization field in
the longitudinal magnetization mode increases, implying that some practical limit will
be reached in higher recording density. The demagnetization field in the perpendicular
mode, on the other hand, approaches to zero with decrease of the bit length, so that this
mode is more suitable to high-density magnetic recording.

Theoretical studies on the recording mechanism have been carried out using computer
simulations [4.2][4.3]. Several reports have also been presented on attempts to experimen-
tally observe recorded magnetization configurations using Lorentz microscopy [4.4]~[4.8],
the Bitter method [4.9][4.10], and the colloid scanning electron microscopy (SEM) method
[4.11]. Although these methods reveal the magnetization configuration in recorded media,
they have insufficient sensitivity and spatial resolution for quantitative analysis of higher
recording density.

The electron holographic observations have provided direct and quantitative analysis
of the recorded magnetization patterns with very high spatial and magnetic flux resolu-
tions. Complex magnetic structures at bit boundaries in the longitudinal recording mode
have been clearly revealed in the interference micrographs [4.12]{4.13]. Such observations
may provide some guiding principles to develop the methods and materials for higher-
density magentic recording.

As the recording density increases, or the bit length decreases, the amount of magnetic
flux emerging in each bit decreases, and accordingly, the higher sensitivity for magnetic
flux is required for the analysis methods. Owing to the fringe scanning interferome-
try described in Chapter 3, the magnetic sensitivity of the electron holography has been
greatly improved. This Chapter shows the direct observations of the distributions of stray

field from thin cross sections of perpendicularly magnetized recording films (Co-Cr). The
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magnetic flux as small as ;2-(= 4.1 x 1072"Wb), hitherto undetectable, has successfully
observed with high spatial resolution. With this technique, the perpendicular magnetic
recording with a recording density as high as 300 k FCI (kilo flux change per inch) (85 nm
bit-length) has been confirmed. This is the highest recording density ever directly ob-
served.

In Section 4.2, I describe the sample preparation and the experimental procedures.
Section 4.3 is devoted to calculations of the electron phase modulation by the recorded
magnetic film. Experimental results are shown, and analyzed with use of the calculated
results in Section 4.4, and finally summarized in Section 4.5. Through the observations
described in this Chapter, it can be concluded that the phase detection sensitivity in the
electron holography has been improved up to ~ f—o% by introducing the fringe scanning

interferometry.

4.2 Experimental procedures

4.2.1 Sample preparation

Co-Cr thin films have been intensively investigated as suitable media for perpendicular
magnetic recording with high recording density [4.14]~[4.16]. Our observation samples
were fabricated by the following procedures. At first, the out-gas from the polymide film
substrate was performed in vacuum by heating the film up to 470 K and keeping for 1 Ar.
A Ge film of 30 nm thick was deposited on the substrate under the vacuum condition
of 6 x 10~* Pa. The substrate temperature was kept at 470 K during the deposition,
and the deposition rate was ~ 0.8 nm/sec. The Co-20 wt.% Cr alloy films of 200 nm
in thickness were next deposited on the Ge layer by electron beam heating in a vacuum
of 3 x 10~* Pa. The substrate temperature was 420 K, and the deposition rate was
~ 3 nm/sec. The Ge layer promotes preferential c-axis orientation of columnar growth
of the Co-Cr film [4.15]. A protective layer of B in 15 nm thickness was finally coated
on the Co-Cr film to give durability during read/write processing with a magnetic head.
The substrate temperature was 450 K during the B-deposition with ~ 0.1 nm/sec-rate.

As shown in Fig. 4.1 (b), the magnetizations, which are digitally recorded on the
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Co-Cr film in contact with a ring-type magnetic head, are antiparallel bit by bit. The bit
length are 85 nm and 127 nm for 300 and 200 kFCI-recording densities. The gap length
and track width of the magnetic head were 0.25 and 70 um, respectively. The saturation
magnetization of the Co-Cr film was measured 250 kA/m (250 Oe). The digital recording
was performed with all 1’s non-return-zero (NRZ) signal. Magnetic fields leak from the
" surface of the medium as sketched in Fig. 4.1 (b). These stray fields are ”read out” by a
magnetic head in magnetic recording systems. The film was then sliced with a microtome
to approximately 80 nm thick for electron holographic observation. The specimen slice

was collected on a microgrid, and installed in the electron holography microscope.

4.2.2 Analysis procedures
The observation and analysis of the magnetic field straying from the Co-Cr film was
carried out with the procedures as shown in Fig. 4.2.

The first step in the experiment was to record the hologram in the microscope. An
electron wave illuminates the specimen from the direction indicated by the arrow in Fig.
4.3. Although the incident electron wave could not penetrate the film because of the
insufficient acceleration voltage (100 kV) of the electron microscope used in this exper-
iment, the Wavé passing through the leakage field in vacuum near the top edge of the
sliced film was utilized to form the hologram. The wavefront of the incident wave, which
was a plane, is deformed by the leakage field during passage through it, as schematically
shown in the figure. Off-axis holograms were formed by making the transmitted electron
wave interfere with a reference electron wave. The hologram thus obtained contains the
phase distribution of the wave carrying the information on the stray field distribution.
The electron optics in the microscope is the same one as shown in Fig. 2.5. The electron
wave passing through the far region, ~ 300 nm from the stray field under investigation
at the specimen plane, is utilized as a reference wave. The léé,kage field extends virtually,
decaying exponentially from the recorded film edge, into the reference wave .axea. at the
specimen plane. But the reference wave is regarded as a plane wave because the phase
modulation caused by the fringing field in the reference wave area is estimated to be less

than 27/1000, which is much smaller than the experimental precision. Moreover, since
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Fig. 4.2 Experimental procedures to analyze the stray field from the perpendicular mag-
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the divergence angle of the illuminating electron beam is ~ 1 x 107® rad, the incident
wave is also regarded as a plane wave with 27 /1000 accuracy. An image hologram with
magnification of 6000 is obtained by applying a positive voltage (~ 20 V) to the central
thin wire of the electron biprism. The holograms were recorded on FG electron micro-
scope films. The hologram width and its carrier fringe spacing were set to be 4 mm and
70 ~ 150 um on the film or 600 nm and 10 ~ 20 nm at the specimen plane, respectively.

Next the hologram processing techniques previously developed for the phase-difference
amplification described in Chapter 2 were adopted. At the second step, é,‘reversal holo-
gram was made on a Sakura high-resolution plate from the original one by contact printing
to enhance the contrast of the interference fringes recorded on the hologram.

At the third step, a twice phase-difference amplified hologram was made from the
reversal hologram on an optical bench as shown in Fig. 2.10 (b). He-Ne laser beams
irradiated onto the reversal hologram are diffracted by its interference fringes, and some
diffracted waves emerge as well as the transmitted wave. Only the *1st diffracted waves
were selected with a diffraction lens A and a double aperture, and made interfere with each
other to from a twice phase-difference amplified hologram. This hologram was recorded
on Kodak High-Speed Holographic Plate 131. Spatially high-frequency noises are cut off
by a filtering with the aperture. ‘

At the 4th step, the twice amplified hologram was bleached to obtain a phase hologram
and enhance the diffraction efficiency.

At the final step, the fringe scanning interferdmetry was carried out with the phase
hologram in the laser interferometer of Fig. 3.1. The +4th diffracted laser waves from the
phase hologram were made interfere with each other to form a 16-times phase-difference
amplified interference micrograph. The interference fringes in this image are contour
phase lines of 27/16 interval. Acquisitioning the four different interference images formed
by the PZT shift, the wavefront was numerically reconstructed. A single pixel on the
image in this experiment corresponds to a 0.9 nm square at the specimen plane. From
this phase data, magnetic flux lines in arbitrary units and field vector components were

analyzed.
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4.3 Calculation of magnetic phase caused by magnetic materials

Following the formulas derived by Fukuhara et al. [4.17], I show the relation between
the magnetization within a magnetic specimen and the resulting electron phase modula-
tion in order to simulate the holographic observations of perpendicular magnetic recording
materials. As described by Eq. (53) in Section 2.5, the magnetic phase change in electron

waves is given by

$(z,y) = %/X(m,y,z)-ds}‘
= %/:: A (z,y,2)dz (82)

where the integral is taken along a straight line corresponding to the classical electron
trajectory, parallel to the z-axis. This is because the deflection of an electron beam is so
small in experiments with a thin magnetic specimen in an electron holography microscope.
A is the vector potential originating from the magnetic specimen. Arbitrariness in A

within the Coulomb gauge is assumed to be eliminated as
div A(z,y,z) =0, (83)

and f-f(z, y¥,z) = 0 at infinity from the specimen. Although the observable quantity is the
phase difference between the object and the reference waves, Eq. (82) can be regarded to
be the observed phase distribution provided that the value of A vanishes, in effect, along
the pass of the reference wave.

In general, the vector potential E(P) at a point P is expressed in terms of the mag-
netization M (Q) at a point Q in the specimen and the vacuum permeability o,

M(Q) X EPQ

, 84
e (84)

E(P) = :_7(:' /spea'mcn dVQ

provided that the specimen, in which M is not zero, does not extend to infinity. fin is
a distance vector from the points P to Q (Fig. 4.4). After integration along the z-axis in
Eq. (82), therefore, we get

)

$(p) = %ﬂo dVQM (85)

_ specimen Tzq
where the point p = (z,y) and ¢ are projections of the points P and @ onto a plane

perpendicular to the z-axis, respectively. 7, is the distance vector from the point p to g
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on the plane.

A magnetic specimen may be composed of several magnetic domains in such a way
that the magnetization is not continuous across domain boundaries but is differentiable
within each dornaj;l. In such a case, by performing the partial integration of Eq. (85), we
obtain
$e)=gp0 3 A dSolix M@ tog rye~ [ dVol¥ x (@)L log rye}

(86)
where the summatxon is taken over all domains in the specimen, and 7 is the outward
unit vector normal to each domain surface.

To simulate the perpendicular magnetic recording films, I adopt a model of simple
alternating step-magnetizations in which the magnetization M in each bit is uniform as
shown in F ig. 4.4. Then the second term in Eq. (86) vanishes, and

#(p) = D T f dsol5 x M(q): - Log 1y, (87)
where the integral is performed along the outline of each projected bit with the outward
normal vector #, and D is the thickness of the specimen along the z-direction. Then,

¢(p)=%yoD-AM T /Oddy-lo_q Toa - (88)
bit boundaries
Here, AM = 2M, and the summation is taken over all bit boundaries. The contribution
from a single bit boundary A, — B, (see Fig. 4.4) is calculated to be

y-logly|—(y—d)-logly—d|-d (z=2z,)
Ada(p) = ‘IloD "AM-9 1y -log{(z — 2.)* + 4*} — Yy — d) - log{(z — z,.)* + (y — d)?}—d
+(z — z,,){arctan("f_fan) — arctan(=22)}  (otherwise)
(89)
Here the phase value at a point p = (z,y) is calculated by summing Ag, over all bit
boundaries
#(z,9) = zuoD - AM 2. Adu(=,9) - (90)
The calculated result is shown in three-dimensional form in Fig. 4.5 (a). The magneti-

sation | M | is assumed to be the saturation magnetization of the Co-Cr film 250 kA/m,
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. (89) and (90). (b) Experimentally recon



and D = 80nm, d = 200nm, and the bit length 85 nm. This result corresponds to the
electron wavefront just passed through the stray field. The near side of the wavefront is
adjacent to the top edge of the Co-Cr film. With increased distance from the film surface,

the phase dodulation of the electron wave decays.

4.4 Experimental results and discussions

4.4.1 Observations of stray fields ‘

The numerically reconstructed wavefront of the electroxi wave passing near the top
edge of the slice of the Co-Cr recording film is shown in Fig. 4.5 (b). ’I:he specimen
was a 300 kFCT perpendicularly magnetized Co-Cr film in 80 nm thickness. Since the
sign of the phase shift, i.e. retardation or advance in wave propagation, is automatically
determined in the fringe scanning interferometry, the 3D form of the wavefront can be
completely reconstructed. The deformation of the wavefront decreases with increase of
the distance from the film edge. A phase shift of smaller than 27/10 rad. is successfully
detected at a high signal-to-noise ratio. The near side of the wavefront is not adjacent to
the top edge of the Co-Cr film, because the B-protective layer of 15 nm thickness covers
the film surface. Comparing with the calculated wavefront of Fig. 4.5 (a), therefore, the
steep phase change just near the Co-Cr film surface was not observed.

If the magnetic field generated by the recording head reached the bottom of the Co-
Cr layer at the recording process and the layer was wholly magnetized to the bottom
as shown in Fig. 4.3, the straying field from the bottom edge as well as from the front
edge of the sliced Co-Cr film had been expected to be detected. However, the wavefront
deformation by the field straying from the bottom edge of the sliced film was not observed
within the present experimental precision, implying that the recorded magnetization in
the film does not penetrate to the bottom. This suggests the complex magnetic-domain
structures to terminate the magnetic flux flow inside the specimen.

The contour phase lines of the wavefront was next calculated from the numerical data
of the phase distribution to obtain an interference micrograph. Figure 4.6 (a) shows the

result in a contour phase map of 27 /60 interval. In the figure, the area of the recording
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film is shown as random contrast because the electron wave could not penetrate the film
and no phase information from the area was obtained. The roughness of the film edge
seems to have been caused partly by slicing the sample. The line are also magnetic flux
lines in units of h/60e(= 6.8 x 107Y"Wb). The magnetic flux is clearly observed to flow
out from a bit region and flow into the neighboring both sides of the 85-nm-length bit.
A flux of (0.14 % 0.02)(h/e) per bit emerges. The leakage field spreads approximately
70 nm from the B film surface (or 85 nm from the Co-Cr surface), mdlcatmg that the
magnetic head must be taken down to 70 nm close to the surface of the recording medium
in order to read.out the recorded information in a magnetic recordmg system. Figure 4.6
(b) shows the interference micrograph with 72 times phase-difference amplification, taken
from a specimen of 200 kFCI recording (127 nm bit length). Similar results are also
observed in this case.

Figure 4.7 shows the mterference micrographs with phase-difference amplifications of
(a) 2, (b) 10, (c) 30, (d) 60, (e) 100 times, respectively. These were calculated from the
same phase data numerically obtained as shown in Fig. 4.5 (b) Once the phase value
at every point on the image is obtained by the fringe scanning interferometry, magnetic
flux lines can be drawn in arbitrary units. More detailed information on magnetic flux
distributions can be visualized with higher phase-difference amplifications. In Fig. 4.7 (e),
a magnetic flux as small as h/100e(= 4.1 x 10~Y"Wb) is successfully visualized with high
spatial resolution. Phase sensitivity, hitherto obtained only using the previous techniques
with photographic processing, was as low as that of Fig. 4.7 (c). The fringe scanning
interferometry has improved the detection sensitivity for magnetic flux by approximately
three times.

Fringe fluctuations in the micrographs seem to be due to granular noise in the holo-
gram, speckle noise, and the Fresnel diffraction effect from the central thin wire of the
electron biprism. Such noises are also faithfully visualized with higher phase-difference
amplifications. Phase measurement error in the fringe scanning interferometry is caused
mainly frofn control error in the PZT movement [4.18], which was suppressed to less than

27/400 in this experiment.
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Fig. 4.7 Interference micrographs with phase-difference amplifications of (a) 2, (b) 10, (c)
30, (d) 60, and (e) 100 times, respectively, calculated from the same phase data measured
by the fringe scanning interferometry. One interference fringe corresponds to a magnetic
flux of (a) 3, (b) &, (c) 3, (d) &, and (e) 7i5 of 2, respectively.




4.4.2 Analysis of stray fields

Although the interference micrographs shows the magnetic flux flow with a definite
flux unit, the direction of the flow cannot be determined. On the other hand, from the
gradients of the reconstructed wavefront of Fig. 4.5 (b), we can distinguish the direction
of the magnetic flux flow. From the numerical data of the phase distribution ¢(z,y), I
calculated its derivatives, Qﬁ;-;'ﬂ and Q%%ﬂ. As indicated by Eqs. (65) and (66), the
derivatives correspond to the quantities of the field vector components, B, and B, in-
tegrated along the electron trajectory. The results are shown in Fig. 4.8 (b) and (c) in
which the qua.ntities a;fé presented in gray scale. White means positive values (upward
vector) and black, negative (downward vector). The figures clearly show that the stray
field turns over bit by bit. The direction of the field vector is in this way autoﬁiaticaﬂy
determined by the numerical data acquisition with the fringe scanning interferometry.
Although Fig. 4.8 (b) and (c) do not directly show the distribution of the field vector
components themselves, we can obtain the qualitative information on their distribution
from the figures. Contrast variation parallel to the specimen surfaée in Fig. 4.8 (c) is
caused by the Fresnel diffraction effect from the electron biprism.

The solid lines in Fig. 4.9 shows the line profiles of the phase distribution along the
lines indicated in the interference micrograph shown in the lower. The profiling lines are
(b) 10 nm, (c) 20 nm, (d) 30 nm, (e) 40 nm, and (f) 50 nm aparf from the surface of the
recording material, or above the B-protective layer. The phase changes sinusoidally and
its variation amplitude decays with the distance from the specimen surface. The phase

variation along the line f-f approximately corresponds to the detection limit of the phase

2r

change, ~ %.

The solid lines in Fig. 4.10 are the line profiles of the phase derivative @g—”fl along
the lines indicated in the lower gray-scale image. The profiling lines are (b) 10 nm, (c)
20 nm, (d) 30 nm, (e) 40 nm, and (f) 50 nm apart from the specimen surface.

It is not straightforward to derive the vector component By(z,y, z) from Q%%ﬁ, (see
Eq. (65)), because the distribution of the B,(z,y, z) along the z-direction is unknown.
In fax:f, the field variations along the z-direction near the edge of the specimen surface

are calculated as shown in Fig. 4.11. These results were obtained by summing up the
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Fig. 4.8 Analysis of leakage magnetic field from the 300 k£ FCI-perpendicular magnetic
recording film. (a) Interference micrograph showing magnetic flux distribution in units of
a flux. (b) The phase derivative 2'2;%2)-, which approximately corresponds to the perpen-
dicular component of the leakage magnetic field vector, is displayed in a gray scale image.
White means positive values (upward vector) and black means negative (downward vec-
tor). The degree of brightness indicates the absolute value of the components. (c) The
phase derivative ?—é%, which approximately corresponds to the parallel component of
the leakage magnetic field vector, is displayed in a gray scale image.
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Fig. 4.9 Line profiles of the phase distribution along the cross lines in the lower interfer-
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Fig. 4.10 Line profiles of the phase derivative ﬁ‘%ﬂ along the cross lines in the lower
gray-scale image. The lines are (b) 10 nm, (c) 20 nm, (d) 30 nm, (e) 40 nm, ({) 50 nm,
respectively, apart from the film surface. The phase derivative approximately corresponds
to the perpendicular component of the stray field..
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fields originating from a lot of small magnetic dipoles composing each bit of the recording
material. As a matter of course, the field is restricted only at the space above the film
surface just near the film edge (L = 1nm), while the field spreads broader with increased
distance L from the film edge. Because of the field distribution along the z-direction like
this, it is impossible, in general, to decompose the field vector from the phase distribu-
tion. Such a problem, the decomposition of the three-dimensional field distribution from
its two-dimensional projections along the direction of view, will be discussed in Chapter
5. In this Chapter, I simply assume the field distribution along the z-direction such that
the stray field strength is non-zero constant By only in front of the film edge (0 < z < D)
and zero elsewhere, in order to estimate the leakage field strength. Obviously the validity
of this assumption becomes worse with increased distance L in the y-direction from the
specimen surface as shown in Fig. 4.11. The phase derivative Lg_f”—), then, can be directly
connected to By as described in Eq. (81). The line profiles shown in Fig. 4.10, therefore,
approximately correspond to the distributions of Hy(z,y, 2) itself with the amplitude in-
dicated at the ordinate. That is, the perpendicular component of the leakage field varies
sinusoidally with approximately 100 kA/m peak height on the profiling line (b). The
error caused by the assumption above mentioned is estimated to be ~ 15 % by comparing
the calculated field distribution of Fig. 4.11.

The broken lines in Figs. 4.9 and 4.10 show the calculated results of the phase distri-
butions and its derivatives, respectively, using the simple step-maghetization model Eq.
(90) (Fig. 4.4). The calculate and experimental curves qualitatively agree well in spite of
noise fluctuation. The line profiles in Fig. 4.10 indicate that the field direction does not
seem to turn over so abruptly at the bit boundaries. This is because the profiling lines
are apart from the specimen so that the abrupt change in the field direction is smeared
out. If I can observe the closer space above the Co-Cr film surface, I obtain more detailed
information on the magnetizations inside the Co-Cr film. Especially, the magnetization
at the bit center is expected to be reduced due to demagnetization effect [4.19]. A finite
transition width at the bit boundary, moreover, may exists. Such detailed magnetization
will be revealed by the electron holographic observation of the stray field just above the

Co-Cr film surface.
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4.5 Conclusions

Phase sensitivity in electron holography has been improved up to ~ 27/100 by intro-
ducing the fringe scanning interferometry at the optical reconstruction stage, combined
with the phase-difference amplification techniques. This sensitivity allows the detection of
magnetic flux as small as h/100e(= 4.1 x 10~1"Wb) with high spatial resolution. With this
technique, the magnetic recording in perpendicular magnetization' mode with 300 kFCI
recording density in a Co-Cr film has been confirmed for the first time by direct observa-

tion of the stray field.
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Chapter 5

Phase Tomography in Electron Holography

5.1 Introduction

As described in Chapter 3, the fringe scanning interferometry has made possible to
fully read out the phase information recorded on an electron hologram, and to numerically
map the phase distribution of an electron wave. Then, the method may provide more
detailed analysis on physical quantities such as electromagnetic fields. As mentioned in
Section 2.5, the derivatives of the phase distribution ¢(z, y) of an electron wave correspond
to the line integrals of the components of electromagnetic field vectors, E and B, along

the direction of view, z-axis;

0¢(z,y) el g
5 = e /_oo dz E,(z,y, 2), (91)
0(z,y) _ el fo
oy = —3- /_oo dz E,(z,y, 2) (92)
for electric fields, and
6¢($, y) —_ e [ '. ' |
o = h/_w dz B,(z,y,2), (93)
0¢(z,y) _ € [ '
By = —5 /. dz B.(z,y, z) (94)

for magnetic fields. We cannot obtain any information on the line-of-sight (z-) com-
ponents of the fields from the electron pha.sé data. TheseAequations implies that the
three-dimensional (3D) fields are two-dimensionally (2D) projected along the direction of
view. In magnetic case, for example, Qﬂé’ﬂ and éﬂé%xl are regarded as the 2D projections
of By(z,y,z) and B,(z,y, z) along the z-direction, respectively. This is because of the
relatively large depth of focus of the electlron microscope. This Chapter is devoted to

describing the technique for the deconvolution_of the line-of-sight integrals to get each
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competent of the field vectors from their projections, Qi’%‘ﬂ and %%ﬂ. In Chapter 6,
I actually utilize the method for analyzing the internal magnetic field distributions of a
quantized magnetic flux in superconductor. This is one of new attempts to spread the
availability of electron holography.

The problems of reconstruction of 3D field distributions or 3D structure of an object
from their 2D projections have intensively investigated in various fields of science and
technology including computerized tomography [5.1][5.2][5.3]. With light beams, X-rays,
electron beams, ions, neutrons, sound waves, and others, 2D images of 3D fields or objects,
projected from different directions, can be used to reconstruct the original 3D structures.
Rowly [5.4] showed the reconstruction of the refractive index field of an 3D phase object
from multidirectional interferometric data with light waves, which enabled the analysis of
density and temperature distributions in plasma, gas, and others [5.5]~[5.7]. Bracewell
[5.8] has applied the method to radio astronomy, reconstruction of 2D radio sky with a
strip-scan radio antenna. Since some electron microscopic images may be interpreted as
projections of the specimen, DeRosier and Klug [5.9]~[5.11] have developed to synthesize
the 3D structure of the specimen from a number of its electron micrographs. Oldendorf
[5.12], Kuhl and Edwards [5.13], and Cormack [5.14] independently applied the method
to medical diagnostic purpose, well known as X-ray computerized tomography, the most
significant application to date of image reconstruction from projections. The technique
has now been widely applied to microscopy, defectoscopy of industrial goods, solid state
physics, geophysics, Earth and planetary atmospheric physics, aero- and hydrodynamics,
plasma physics, analytic chemistry, medical diagnostics, and others.

The first important contribution to the general theory of 3D reconstruction appears
to be that of Radon [5.15]). His inversion formulas are the basis of many modern de-
velopments, both theoretical and practical. A number of different algorithms for the
reconstruction from prbjections have been known, which may be roughly classified into
four groups; 1) back projection, 2) analytic method including the direct inversion and the
Fourier synthesis, 3) series expansion method, and 4) iterative method. An appropriate
algorithm is chosen, taking into account the structure of the object under investigation,

angle range of direction of view, noise, measurement time, and others. They are compared
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and discussed in several reviews [5.3][5.6][5.15]~[5.17].

While the physical quantities measured in most of 3D reconstruction experiments have
been scalar ones such as refractive index, absorption coefficients for X-rays and electron
beams, and so on, the present work treats the reconstruction of the 3D distributions of
vector fields, magnetic (and electric) fields from their 2D projections. The projections are
measured in the form of the phase distributions of the electron waves transmitted through
the fields. In principle, all known algorithms for the reconstruction of scalar quantities
can be utilized for each component of the field vectors.

A general consideration on the algorithms is given in Section 5.2 in which no symmetry
of the investigated fields is assumed. A simplified version of the theory are presented in
Section 5.3 by introducing axisymmetry of the test field, in which a single projection data
is enough for the reconstruction of the field. The algorithm derived here will be utilized
in the analysis of the internal magnetic field distribution of quantized magnetic fluxes in
superconductors in Chapter 6. The tomographic analysis has been made possible owing
to the digital format of the electron phase distributions obtained by the fringe scanning

interferometry.

5.2 Reconstruction of electromagnetic fields

I restrict myself only to the reconstruction of magnetic fields, since the same discussion
developed here can be also applied to the electric field. In order to obtain the inverse
relations between the field vectors and the phase distributions in Egs. (93) and (94), we
must collect the phase distribution data of the electron waves that traverse the test field in
a variety of directions. The phase data obtained by such multi-directional interferometry
can be used to reconstruct the 3D field distributions.

Although the electron path passing through the field under investigation are, in gen-
eral, curved by the field, I assume the field to be weak enough that the path curvature is
minor and the line integral in Egs. (93) and (94) can be evaluated along a straight line
parallel to the z-axis. |

Consider the rotation of the sample, which carries the test field, around the y-axis

by an angle o as shown in Fig. 5.1 (a). The coordinate system (£, y,() is fixed on the
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Fig. 5.1 Notation for the Fourier analysis of the 3D distribution of magnetic field. (a)
At each rotation angle o around the y-axis, an electron hologram is taken to record the
phase distribution of the electron wave transmitted through the field. (b) The phase dis-
tribution at the sample rotation angle o determines the values of the Fourier transform
on a plane through the y-axis with rotation angle o in the reciprocal space with respect
to z and z.



sample, and the system (z,y, z) on the electron microscope;

§ = zcosa+ zsina, (95)

( = —zsina+zcosa . (96)

If the phase distribution of the electron wave transmitted through the rotated test field
is expressed as ¢(z,y; a), Egs. (93) and (94) are rewritten as

el _ 2[5, o
3‘25(3;:; a) _ -%{sin a./:o dz By(€,y,¢) — cos a-/_: dz B(§,4,0)} . (98)

In the absence of any symmetry in the test field, we must, in principle, collect the phase
data 4(z,y; @) over a m-range-of-viewing angle (—% < a < Z) to reconstruct the investi-
gated field E(E, v, C).

From Eq. (97), the y-component B, (¢, y, () of the test field can be derived from the
collected data Qﬂg‘fﬂ by following the usual algorithms developed for scalar field recon-
struction. I present an example of reconstruction algorithm using the Fourier transform
which will be specialized in Section 5.3 for the analysis of axisymmetric magnetic field.
Other algorithms for the reconstruction of scalar fields [5.3][5.7][5.15]~[5.17] can also be
applied to derive B, component. The Fourier synthesis method appears to have been
considered first in the area of radioastronomy by Bracewell [5.18], Bracewell and Riddle
[5.8), and Smerd and Wild [5.19]. Later, DeRosier and Klug [5.9]~[5.11] independently
developed the same relationships for applications in electron microscopy.

Consider a single view of & = 0 in which Eq. (97) turns again to Eq. (93). Taking
the 2D Fourier transform of both sides of Eq. (97) with respect to z and y, we get

8”[«%(2; y; 0)] _ /_: de /_: dy3¢(-';; y;0) ez:i(xzir‘yy)
- %[_: dz /c: dy /_: dzBy(z,y, z)eQ"(X’+Y”+Z’) |z=0

= W(X,Y,2)|z=0, (99)

where W(X,Y, Z) denotes the 3D Fourier transform of By(z,y, z). The last expression in
Eq. (99) indicates that the 2D Fourier transform of the phase derivative data 24’—(%12 for a

view normal to the (zy)-plane is equal to the 3D Fourier transform of B,(z,y, z) evaluated
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on the (XY)-plane in the reciprocal space. This is known as the central-slice theorem.
The theorem generally tells us that the Fourier transform of a 2D projection of a 3D
object is identical with the corresponding central section of the 3D Fourier transform of
the object. The result Eq. (99) can be generalized to include all values of a between +%.
In other words, 8‘,,[%%;“—9-] gives the values on a plane which contains the Y-axis and
rotates by an angle o around the Y-axis tFig. 5.1 (b)) in the reciprocal space. The Fourier
transform of data M%;Wﬂ at each o can then build up a plane in the reciprocal space at
a time until the entire reciprocal space is filled by rotating‘the sample. The projected
views from various direciions may be collected either by using a number of identical
objects in different but identifiable orientations, or by examining a single object using a
sample-tilting stage, or by a combination of these methods. The necessary information is

accumulated in the computer memory. Then, By(z,y,2) can be obtained by taking the

inverse Fourier transform of collected data of W(X,Y, 2);

By(z,3,%) = [

o0

ax [ *dy / T dZW(X,Y, Z)e X v42) - (qqp)

Since, in practice, the data can be collected for only finite number of views and positions,
the algorithm mentioned above must be modified to accept discrete data by utilizing
discrete Fourier transforms.

In the case of reconstruction of B, (and B,), the phase derivative %g;wl (Eq. (98))
can not be utilized in a straightforward manner as in the case of B, above mentioned,
because Eq. (98) indicates that B; and B; components are intermixed by the specimen
rotation around the y-axis, and their contributions to the phase distribution can not be
separated.

There are two methods to obtain the distributions of B,- abd B,- components. One is
a general technique which is applicable to any field distributions. If the test field can be
made rotate by angles between —7% and 7 around the z-axis, instead of the y-axis, the same
algorithm above mentioned for the By,-component can be utilized for the -decomposition
of the B,-component. The same analysis can be performed by rotating the sample by an
angle % around the z-axis, and by successive rotation around the y-axis between +Z% to
obtain the B,-component. In order to derive the B,-component, moreover, the rotation

x

of the sample around the z-axis by an angle 7 should be carried out before the multi-

95



directional interferometric measurement around the y-axis. This method in either case
requires a specimen stage to rotate the specimen around three axes.

Another method to derive the distributions of the B,- and B,-components is by solving
the Maxwell equations with use of the decomposed data of B,(z,y, 2) as the boundary
conditions on the boundary planes parallel to the (zz)-plane. This method is applicable
only to the magnetic fields such that appropriate boundary conditions on other boundaries
are a priori given. It is adequate for this method to rotate the specimen around a single
axis, the y-axis, for the decomposition of the B,-components. A similar, but not same,
technique has been employed for global-scale 3D reconstruction of the magnetic field of
the solar corona [5.20].

The analysis method must be chosen, taking into account the field structure under

investigation as well as the apparatus performance.

5.3 The use of symmetry

I here develop a simplified algorithm for the reconstruction of axisymmetric magnetic
fields for preparing the field analysis of quantized magnetic fluxes in superconductors in
Chapter 6. The field is inhomogeneous only in the radial and axial directions, and can
be three-dimensionally reconstructed from a single projection. I introduce the cylindricdl
polar coordinate (p, g, y) with its axis on the y-axis to describe the field distribution (see
Fig. 5.2). Because of p-independence, ﬁ(z,y, z) = E(p, y), and B has only the p and y
components. -

I now employ the same algorithm as the rec'onstruction of the 3D structure from the
electron microscopic images using the Fourier transform [5.9]~[5.11). I at first calculate
the Fourier transform F(X,y) of Eq.(93) with respect to z;

F(X,y) = /w dz - wez’""x

—00 z

— E had iad . 2xiz X :
= h/;(» dz /_w dz - By(z,y,z)e . (101)

Transforming into the cylindrical coordinate, By(z,y, 2) = B,(p,v);

e 2% 00 .
F(X,y)=g/0 dw/o dp - p- By(p,y)e*™oX . (102)
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Fig. 5.2 Coordinate system to analyze an axisymmetric magnetic field, e.g. from a mag-
netic dipole.



Taking into account the definition of the n-th order Bessel function

i(z co.1¢+mp)
I(e) = 5o [ doe (103)
Equation (102) is rewritten as
2me
F(X, y) = —f dp - p- By(p,y) - Jo(2mpX). (104)
After multiplying X - Jo(27tX) to the both sides of Eq.(104), and integrating with X, we
get
7 ax X -P(X,y)-JemiX) = 2—hﬁ [7do [ dX-p-X-By(5,3)- Jo(2mpX) - Jo(27tX).
(105)
By replacing n = 27X, the right hand side of Eq. (105) is
e 00 o0
2o Jy %, 40 By(p,s) - Jolen) - Jftn) (106)
Using the identity for the Fourier-Bessel transform for an arbitrary function f(¢) ,
ft) = / dp/ dn-p-n-f(p) - Jalen) - Ju(tn), (107)
0 0
Equation (106) is equivalent to ;% B,(t,y). Consequently Eq.(105) is reduced to
21rh
By(p,y) = == [ dX - X - F(X,5) - Jo(2mpX). (108)

Next the p-component of the field vector is derived from Eq. (94). Transforming into
the cylindrical coordinate, Eq. (94) is rewritten as

a¢(z)y) _ __E *
oy - h/_wdz B,(p,y) - cosep. (109)

Taking the Fourier transform with respect to z,

S(X,y) = / dz a‘i’(” 94(z,y) | 2rizX

= _ﬁ da:/ dz - B,(p,y) - cosp - e2=X

e

= £ [Tdp [T dp-p-Blps) -cosp- R (110)
0 0

The @-integral can be performed by taking into account the definition of the Bessel func-

tion Eq. (103);
2mie

S(X,9) = === [ dp-p- Bylp, ) h(2meX). (111)
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After multiplying X - J;(27tX) to the both sides of Eq. (111), and integrating with X,

we get
0o 2mie [ oo
/o dX-X-S(X,2)-H(2mX) = - /0 dp /0 dX -p-X-B,(p,y)-J1(27pX)-J (27 X).
(112)
By replacing n = 27X, the right hand side of Eq. (112) is
e oo oo
5 b dpfo dn-p-n-By(p,y) - Jilen) - Ji(tn). (113)

Using the identity Eq. (107), Eq. (113) is equivalent to —55-B,(t,y) . Consequently Eq. .
(112) is reduced to

27h
B,(p,y) = —=

114

/0 T dX - X - S(X,y) - J(2mpX). (114)

In this way, by differentiating the measured phase distribution of the electron wave
and taking their Fourier transforms Eqs. (101) and (110), each component of the field
vector B can be directly calculated from a single ”projection” ¢(z,y) as Egs. (108) and
(114). In Chapter 6, I actually calculated the field components from the phase data mea-

sured by the fringe scanning interferometry.
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Chapter 6

Magnetic flux in superconductors

6.1 Introduction

The essential character of superconductivity has manifested itself in macroscopic quan-
tum state, showing its properties in various interesting phenomena, especially the mag-
netic flux quantization in units of &, = 2"—e, fluxon, expressed only by universal constants.
Exact evaluation of the quantity ®; and analysis of the internal structure of a fluxon,
therefore, have great importance for basic research on superconductivity [6.1][6.2]. Flux-
ons form a flux line lattice in type-II superconductor under external magnetic fields, and
they are forced to move by transport currents. When its electromagnetic driving force
exceeds the fluxon pinning force, the fluxon starts to move into viscous flow with energy
dissipation, resulting in the ohmic resistance and limiting the superconducting critical
current. Investigation of the static and dynamic behaviors of the fluxons play an impor-
tant role for basic research as well as for industrial applications of superconductors.

As reviewed in Section 6.2, various kinds of experimental techniques have been em-
ployed for the observation of fluxons since the prediction of Abrikosov. Although, es-
pecially, the methods using electron waves such as Lorentz microscopy were considered
powerful, they have not yet attained enough results, because the observation had to be
carried out near the measurement limitation from the uncertainty principle, as suggested
by Suzuki and Seeger [6.3]. Only some special techniques of electron wave interferometry
by Boersch et al. [6.4] has succeeded in detection of the fluxon existence in a supercon-
ducting hollow cylinder without microscopic cite determination.

By introducing the holographic technique, on the other hand, We have recently suc-

ceeded to overcome the measurement limitation for simultaneously obtaining high spatial
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resolution and magnetic flux sensitivity [6.5]. Singly-quantized fluxes emerging on the
surface of superconducting lead film has been directly imaged in the form of magnetic
flux lines. The present chapter shows the detailed analysis on the internal field distri-
butions around the fluxon center by combining the fringe scanning interferometry [6.6]
described in Chapter 3 with the electron holography. This method enables the numerical
measurement of the phase distribution of electron waves by the digital data processing
[6.7]). The decomposition of the magentic field vector components from the electron phase
distribution has become possible by utilizing the axisymmetry of the fluxon field distribu-
tions. The tomographic teéhnique developed in Chapter 5 has been used for this analysis.
Then direct comparison between the experimental analysis and the theoretical calculation
is available. I have numerically calculated the internal field distribution around the fluxon
center in terms of the Ginzburg-Landau (GL) equations using some models such as the
Clem model [6.8]. In consequence, a whole agreement was found between the experimen-
tal and calculated results.

I also observed structure changes in the magnetic flux distributions of thin lead films,
depending on their thickness. Our results on the structural transition from the tyep-I- to
the type-II-state behaviors of lead films were consistent with earlier works [6.9]~[6.14].
Fluxon pairs consisting of two anti-parallel fluxons were also observed in 0.2um—thick
lead films, which may corresponds to the ones suggested in the Kosterlitz-Thouless the-
ory [6.15].

In Section 6.2, I briefly review the earlier works on the magnetic flux structures of
thin films of type-I superconducting materials, and the experimental techniques for their
investigations. Section 6.3 is devoted to describing our experimental details and analysis
methods. In Section 6.4, I calculate the internal field distributions of quantized fluxes pen-
etrating through a superconductor by numerically solving the GL equations using some
models. Especially, the flux spread near the surface of the superconductor is evaluated
for comparison with the experimental results. Experimental results are shown in Section
6.5, and compared with the calculated results in Section 6.6, and finally summarized in

Section 6.7.
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6.2. Backgrounds

It is appropriate for the electron holographic observation to choose a superconducting
material of the low GL parameter x value, because the fluxons in such a material are
so fine that the flux density is well high to be detectable. From this point of view, I
adopted lead material, of vzvhich pure thin films could be simply prepared. The type-I
superconductors such as lead enter the intermediate state under the magnetic field be-
tween (1 — D)H, and H. ( H. is the critical field, D is the demagnetization factor). In
this state the macroscopic normal regions (N), through which magnetic fluxes penetrate,
appear in the superconducting phase (S). When the thickness of the specimen along the
external field becomes thinner, the N/S distribution changes in the way that the N region
is divided into smaller dimension of normal spots. The variation is based on the change
of the thermodynamical free energy which is composed of the N/S interface energy and
the non-uniform magnetic field energy. Both are in counter-proportional relation with the
N/S structure size, whence its equilibrium size is determined from the minimum energy
condition for given thickness of the superconductor.

The N/S interface energy can be expressed in terms of the effective GL parameter x.
When the specimen thickness becomes as thin as a critical thickness, the x value goes
near to %2- and the normal spot size is in microscopic scale of the penetration depth A,
containing the magnetic flux quantized in units of ®,. This means that sufficiently thin
films of any superhonciucting materials can goes into type-II superconducting state with
the mixed state. At the intermediate region of the thickness, the N/S structures and its
corresponding magnetic flux distributions show various kinds of patterns; normal spots
(NS) containing macroscopic amounts of fluxes, multiply-quantized fluxes (MQF), and
singly-quantized fluxes (SQF). Various kinds of magnetic flux structures in a film of type-
I supérconducting materials under the magnetic field perpendicular to the film surface
are schematically shown in Fig. 6.1 (b)~(f)

Tinkham [6.16] was the first to point out the possibility of the N/S structure changes
even for the type-I superconducting materials. After his prediction, the magnetic flux
structures in superconducting films have been theoretically studied from the GL theory

in more detail by Guyon et al.[6.17], Pearl [6.18], Maki [6.19], Lasher [6.20], and Fetter
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Fig. 6.1 (a) Schematic phase diagram showing various magnetic flux structures in a film
of a type-I superconducting materials under the magnetic field perpendicular to the film
surface. The structures depend on the film thickness and the applied magnetic field.
M: Meissner state, N: normal state, SQF: singly-quantized flux line structure, MQF:
multiply-quantized flux line structure, NS: normal spot structure, L: laminar structure,
SS: superconducting spot structure. Hpuix indicates the thermodynamical critical field
of a bulk superconductor. D denotes the demagnetization factor. Two types of multiply-
quantized flux line structures, MQF-A and MQF-B, are found in the present study. (b)

SQF. (c) MQF. (d) NS. (e) L. (f) SS.

(e) L



and Hohenberg [6.21]. They mainly discussed the stability of each magentic flux structure
and the critical thickness of the film. According to Lasher [6.20], as the film thickness
increases, the MQF line structures are more energetically favorable than the SQF struc-
tures in the high field region. In the MQF structure, individual flux bundle with several
flux quanta can arrange in the lattice form like the Abrikosov’s. With further increase of
the film thickness, normal-state spots with finite diameters appear in the superconducting
phase and semi-macroscopic multi-quanta fluxes penetrate therein. This is the Goren’s
normal spot (NS) model [6.22]. And finally, the Landau’s laminar structure is most fa-
vorable at the sufficiently thick superconductors.

These magnetic flux structures in thin films of superconducting materials have been
experimentally observed in various ways. Direct observations of the SQF static distribu-
tions on lead alloy films were performed by Essman and Trauble (6.23)[6.24], and also by
Sarma [6.25] with use of the modified Bitter method which had been applied for imaging
the domain boundaries in ferromagnetic materials [6.26]. This powerful method has been
intensively applied for the investigations of magnetic flux distributions in type-I and -II
superconductors of various thicknesses by Barbee [6.9], Rodewald et al. [6.10]~[6.12], and
Dolan and Silcox {6.13][6.14], and many other investigators [6.27]~[6.30]. This method
has recently applied also to high-T. oxide superconductors to investigate the flux line
lattice, its melting, and the pinning effects [6.31]~[6.34]. The transition from the type-
I- to type-Il-state behavior was also detected by electrical and magnetic measurements
[6.35]~[6.38]. Since the reports on this subject is too many to cite thoroughly, the reader
should consult the monograph [6.1] to find the further literatu.res. The earlier results on
the magnetic flux structures in films of type-I superconductofs, e.g. lead, may be summa-
rized in a phase diagram at a relatively high temperature T (T' < T.) as sketched in Fig.
6.1(a). Although the figure is only qualitative and should not be taken strictly, it has the
virtue to explain the conditions under which each investigation is performed, involving
the present work. Although most of the earlier works, theoretically and experimentally,
were carried out in relatively high field regions, the present observation covers only very
low field regions, just above the Meissner phase, due to the apparatus limitation.

In addition to the Bitter method, various kinds of experimental techniques have been
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employed to observe the magnetic flux structures in superconductors [6.1][6.39]. They are
summarized in Fig. 6.2 based on their spatial resolution and the sensitivity for magnetic
flux. It shows rough estimations of availability of typical experimental methods. The
shadowed area covers the resolution and sensitivity necessary for observing the mixed
state in type-II superconduﬁtors.

In the Bitter method, the exit points of the flux lines on the superconductor surface
are decorated with ferromagnetic fine particles. As shown in Fig. 6.3 (a), the fine particles
are produced in helium gas during a condensation process of the evaporated ferromag-
netic materials such as cobalt. The superconductor is half immersed in a bath of liquid
helium. As the particle size crucially depends on the helium gas pressure, the most favor-
able conditions have to be adjusted to produce single-magnetic-domain particles of which
diameters are around 20 nm. Some of the arriving particles are attracted to the points
where the flux lines meet the top surface of the superconductor, and form a picture of
the flux line lattice. Once the particles are attached to the surface, they do not move any
more. After the decoration process like this, the decorated pattern is next observed in
an electron microscope. Figure 6.3 (b) shows an example of the Bitter pattern showing
the triangular flux line lattice on the surface of a lead-at4% indium rod at 1.1 K[6.2].
The black dots consist of small cobalt particles. Although this method is very useful to
observe the details of various kinds of magnetic flux structures in superconductors, it is
difficult to qua.ntita.tiQely estimate the amount of the flux and the flux spread. Since,
moreover, the decoration process takes considerable time of orders of several seconds, it
is also difficult to observe the dynamical behaviors of the fluxes in superconductors.

The neutron diffraction method [6.40] allows very quantitative analysis on the flux
structures, only when the flux is well periodically distributed. This method cannot be ap-
plied to the analysis of the magnetic flux structures without periodicity such as the state
of the flux line lattice melting and the intermediate state of the type-I superconductors.

Electron microscopic observations such as shadow electron microscopy [6.41], electron
interferometry [6.4], and out-of-focus electron microscopy [6.42], have not yet obtained
enough spatial resolution and flux sensitivity at the same time. As suggested by Suzuki

and Seeger [6.3], in particular, it is almost impossible to observe the internal field distri-
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bution of a single fluxon by out-of-focus electron microscopy because of the uncertainty
principle.

Recent observation using scanning tunneling microscopy (STM) [6.43] reveals a flux
line lattice, which, however, does not probe the magnetic flux itself, but the electronic
state changes near the fluxon center at the surface. The NMR (nuclear magnetic res-
onace) [6.44] and the uSR (muon spin rotation) [6.45] also provide some information on
the magnetic flux distribution, although they have no spatial resolution. The obtained
data with these methods are some averages over macroscopic regions, as in the case of
the neutron diffraction experiment, assuming the periodicity of the flux distribution. The
magneto-optical observation [6.46] and the Hall probe method [6.47][6.22] can be useful
only for observing macroscopic fluxes such as those in the intermediate state.

Electron holography, on the other hand, enables the direct observation of very weak
magnetic fields with angstrom-resolution as mentioned so far. As shown in the previous
chapters, we have analyzed the detailed magnetic structures of thin films, fine particles,
and magnetic recording materials [6.48]. The magnetic field distributions are revealed in
the form of magnetic flux lines in the interference micrographs. Since each line in the
micrograph corresponds to a definite amount of magnetic flux fe— (h is Plank’s constant,
e is electric charge of an electron, and n is an integer up to about 100), we can quanti-
tatively analyze the field just by counting the number of the lines. Furthermore, a more
quantitative field analysis is shown by introducing the fringe scanning interferometry.
The present chapter shows the direct observations of individual fluxons with high spatial
resolution and the quantitative analysis of the internal field distribution of an individual
fluxon. Such analysis is possible even though the fluxes are not periodically distributed.

The electron holography has another advantage in dynamical observation of fluxons.
Several investigators tried to observe the movement of the magnetic fluxes in, for instance,
lead foils with transport current by means of the Bitter method [6.24], the shadow electron
microscopy [6.49], and the neutron diffraction method [6.50]. They have not, however, yet
attained satisfactory results for lack of enough time and spatial resolutions. In contrast
to those techniques, the electron holography has high resolution in time and space enough

to observe the SQF movement with real time. In the present work, though, I focus my
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attention only on static observations of fluxons.

6.3 Experimental procedures and analysis method

6.3.1 Sample preparatidn

Superconducting lead film of thickness ranging from 0.1um to several um were fab-
ricated by vacuum deposition on one side of a tungsten wire of 30um diameter at room
temperature. I have chosen the film thicknesses according to the earlier works which
report that the transition of the magentic flux structures from the type-I- to the type
-II-state takes place in this range of the thickness [6.14][6.35]. The tungsten wire surface
was made clean and smooth in advance by direct current heating up to 2300K in vacuum.
The sample is shown in Fig. 6.4. The lead film was made up with grains of single crystals,
so that special attention was paid to preparing films almost free from surface roughness,
pinholes, and cracks at grain boundaries. The critical temperature of the lead films was
measured to be 7.2 K, and the residual resistance ratio (RRR) Bk = 50 ~ 80 for the
0.2um—thick films and better for thicker films. The quality of the prepared films were
recognized in same grade with the specimens in other studies [6.14][6.35] because of the
similar RRR values.

The RRR value, a measure of the disorder in the film structure, always corresponds

to the effective mean free path [6.51],

| = (RRR - 1)-2— (115)
P300K

where the values of pl and p3pox are obtained from the literature [6.52]; pl = 1.5 x
1071 Qcm?, pagox = 21uf2cm. From the values of RRR for our lead films; RRR = 50 ~ 80
for the 0.2um—thick films, we obtain { = 360 ~ 560nm.

In the case of sufficiently thin films, on the other hand, the effective mean free path is
limited primarily from diffuse reflection of the electrons at the sample surfaces. According
to the Fuchs’ classical theory of the size effect [6.53)],

1 1 3 l

=Tt o0 (116)

where [, is the mean free path of a bulk specimen of the same purity and defect content,
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Fig. 6.4 Scanning electron micrograph of the observation sample. The lead film was de-
posited on one side of a tungsten wire of 30um diameter.



and d is the film thickness. For the film of d = 0.2um, using the value of ! above obtained,
lo should be longer than 1.1um estimated from Eq. (116). This implies that our lead
films had enough high quality and purity so that the mean free path is not limited by the
impurity and defect scatterings, but primarily by the film thickness.

The wire was fixed on a sample holder with indium-layer thermal contact. In our
electron holography microscope (Fig. 6.5), the lead film was cooled down to be supercon-
ducting with fluxons under the magnetic field perpendicular to the film surface. Because
the electron beam could not transmit through the film, we could only observe the fluxons
spreading out into vacuum outside the film surface, not the fluxons in the film. So I
had to catch the root of the fluxon just above the film surface in order to investigate the
internal field distribution of the fluxon inside the film. For this reason the film was curved
to insure the fluxons exit at the extreme edge of the sample shadow.

But the observed fluxons did not necessarily stand on the extreme edge of the sample
shadow. In fact, fluxons with different root diameters were observed even on the same
sample. Therefore, I cannot measure the intrinsic fluxon diameters with fluxons of broader
roots which do not stand on the extreme edge and are probably shadowed by the edge.
Since, however, it is considered that the fluxons with the finest roots among the large
number of observed fluxons really exit at the extreme edge of the sample shadow, they

were used for the analysis of the inner field distribution around the fluxon center.

6.3.2 Electron holography microscope

Our microscope was an H-800 type Hitachi transmission electron microscope devised
for electron holography with a cold field-emission type electron gun and a Méllenstedt-
type electron biprism as illustrated in Fig. 2.5. Its operating voltage was 150 kV. The
sample chamber of the microscope column was devised for a sample cooling stage and
electromagnet pairs to cool down the sample under the appliéd magnetic field perpendic-
ular to the lead film. |

The sample cooling stage depicted in Fig. 6.6 was set in the sample chamber of the
column, and thermally connected to a liquid helium and nitrogen container which was

set outside the column. The sample holder (SH) was introduced from the sample ex-
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Fig. 6.6 The sample cooling stage and the electromagnet pairs equipped in the sample
chamber of the electron microscope column. The sample holder (SH) is introduced from
the exchange chamber (EC) through the gate valve (GT) into the column. The holder
is set at the observation position by the elevator (EL) and thermally connected to the
cooling stage. The stage is connected through a Cu rods (CR) to a liquid helium (LH) and
nitrogen (LN) containers set outside the column. The stage and container are composed
of three shells; the outer shell (NJ) is cooled down to 100K by the liquid nitrogen, the
intermediate shells (HJ1) is 5K by the liquid helium, and the inner shell (HJ2), which
contacts to the sample holder, is 2.5K by pumping the inner liquid helium container.
Thin flexible Ag foils (AF) thermally connect the sample and the refrigerant container,
and at the same time, absorb mechanical vibrations. The first electromagnet pair (EM1)
apply the magnetic field perpendicular to the sample lead film. The second (EM2) and
the third (EM3) electromagnet pairs correct the electron beam (EB) path deflected by

EM1 for microscopic observation.



change chamber (EC) through the gate valve (GT) and rapidly cooled down from room
temperature by thermal connection with the stage. The sample holder, which can be
cooled down to 2.5K by pumping out the liquid helium container, is surrounded with two
shells for thermal radiation shielding. The intermediate shell (HJ1) was cooled down to
5K with liquid helium and the outer (NJ) was 100K with liquid nitrogen. The sample
temperature could be reversibly set at any points between 2.5K and 20K with a heater
attached to the stage. Annealed silver flexible foils of 30um thickness (AF) were used for
the thermal connection of the sample to the refrigerant container, and at the same time,
for the absorption of the external mechanical vibrations.

The first electromagnet pair (EM1) produces the transverse magnetic field up to 350¢
to create the fluxons in the lead film. Since the field, however, deflects the electron beam
(EB), I need the second (EM2) and third electromagnet pairs (EM3) to correct the beam
path for microscopic observation. The excitation of the latter two electromagnets are
adjusted according to the first magnetic field strength. In this way it became possible
to carry out the in-field cooling and the in-field observation, of which temperature and
magnetic field ranges were 2.5K ~ 20K and —350e ~ 350e , respectively.

The propagation of electron waves in the microscope is illustrated in Fig. 6.5. The
illuminating electron wave, emitted from the field emission tip, is regarded as a plane
wave. Transmitting through the sample region, the wavefront is deformed by the mag-
netic field; the localized field of a fluxon causes steep phase change, although the wavefront
passing far from the lead film is only inclined smoothly because of a uniform field. BY
electron biprism action, the transmitted wave is divided into two parts, superimposed,
and interfere with each other. Interference fringes were recorded on a hologram. One
of the divided waves, passed near the lead film surface, becomes an object wave which
contains the information on the fluxons. Another wave, passed through the far distant
region, ~ 6um from the investigated lead film surface at the specimen plane, acts as a
reference wave. The phase distribution of the object wave is thus recorded in the form of
interference fringe distributions, an off-axis hologram.

Strictly speaking, the reference wave is not a plane wave because the magnetic field

modulation by the fluxons virtually extends, decaying exponentially from the film sur-
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face, into the reference wave area at the specimen plane. Since, however, the phase change
caused b); the modulation in the reference wave area is estimated to be less than ;5 which
is smaller than the experimental precision, the reference wave can be regarded as plane
and the phase distribution recorded on the hologram is only the object wave’s. Moreover
the divergence angle of the illuminating electron beam is ~ 1 x 10~%rad so that the inci-
dent wave is also regarded as a plane wave with %= accuracy.

The sample image was focused by the intermediate lens, because the objective lens
was switched off to prevent the extra field applying the sample. An image hologram with
magnification of 1500 ~ 2000 was obtained by applying a negative voltage ( ~ —20V" ) to
the central thin wire of the electron biprism. The holograms were recorded on KODAK
4489 electron microscope films. The carrier fringes were set to be parallel to the lead
film edge shadow, or perpendicular to the fluxons, in the hologram. The hologram width
and its carrier fringe spacing were set to be 4 ~ 10mm and 60 ~ 100um on the film, or

4 ~ 6um and 30 ~ 60nm at the specimen plane, respectively.

6.3.3 Optical reconstruction and field analysis

I utilized the laser interferometer for the optical reconstruction as shown in Fig. 3.1
with the fringe scanning interferometry mentioned in Chapter 3. This method allows
the numerical measurement of the phase distribution of the wave reconstructed from the
hologram, and improve the phase measurement precision up to ~ %’6 . A single pixel
on the TV image (512 x 512 pixels) corresponds to a ~ 8 nm— square on the specimen
plane.

As reviewed in Chapter 2, the phase distribution of the electron wave is directly
related to the magnetic field distribution. The internal field distribution of the flux can
be measured from the curvature of the transmitted wavefront. I set up a coordinate
system as shown in Fig. 6.7 to give some mathematical e:éll)i;essions. The y-axis is the
core axis of an isolated fluxon, and the region of y < 0 is occupied by -a semi-infinite
superconductor. The region of y > 0 is vacuum and the surface of the superconductor

is the plane y = 0. The incident electron wave comes from z = —oo along the z-axis.

Its wavefront is parallel with the (zy) plane and infinitely spreads in the vacuum y > 0.
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Transmitting through the fluxon, the wave gets the phase shift ¢(z, y) which is expressed
by a line integral of the vector potential A along the path of the wavefront element of
interest;

#az,9) = -3 /,,a | A-as (117)
Taking into account the spatial resolution of our observation, we can neglect the deflection
of the path by the fluxon field. In fact, its deflection angle is ~ 10™°rad and the decrease
of the spatial resolution by this effect in an in-focused hologram is estimated 0.001nm.
So the path 1 is regarded as a straight line passing through the point (z, y, 0) and parallel
to the z-axis. Then, the phase distribution of the transmitted electron wave ¢(z,y) and
the field vector B(z,y, z) are related through Eqgs. (65) and (66);

5¢(z,y) / dz - By(z,y, 2), (118)
Q%/_)_ % dz - B (2,9, 2). (119)

In this way, by differentiating the measured phase distribution of the electron wave, we
obtain a two-dimensional ”projection” of the three dimensional magnetic field distribution
along the direction of view. Data processing of the numerically measured phase is possible
with an image processing computer.

On the next step I calculate the field vector components By, B, (or B,) themselves
from their projections Egs. (118) and (119) using the analysis method developed in
Chapter 5. Since the magnetic field distribution B of the fluxon and the persistent current
7 circulating around the fluxon are axisymmetric with respect to the y-axis, I introduce
the cylindrical polar coordinate (p, ¢,y) with its axis on the fluxon core axis. 7 has only
the ¢ component only in the superconductor. But B has the y and p components near
the superconductor surface and in vacuum, although it has only the y component in the
sufficiently inner bulk region of the superconductor (see Fig. 6.7). Each component of

the field vector is directly obtained through Eqgs. (108), (114), (101), and (110);

By(py) = 22 [ aX - X - F(X,5)- Do2npX), (120)

By(p,y) =~ 2 [ ax - X - S(X,y) - h(2mpX), (121)
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where

F(X,y) = / dz a¢(zz y) 21".-:)( (122)
S(X, y) = = a¢(:‘l) y) 21n'.1:X. (123)

In this way, by differentiating the measured phase distribution of the electron wave and
taking their Fourier transforms, each component of the field vector B can be calculated
from a single ”projection” ¢(z,y). In Section 6.5, I actually calculated the field com-
ponents from the phase data measured by the fringe scanning interferometry, and then
the results are compared with the field distribution calculated from the Ginzburg-Landau

equations.

6.4 Model calculations of fluxon field

In this section, I numerically calculate the internal field distributions of quantized
magnetic fluxes near the surface of a superconductor. The magnetic flux distribution
around the fluxon center in the superconductor has been qualitatively described by the
London model [6.54] and semi-quantitatively by the Clem model [6.8]. For quantitative
discussions for the field distribution, the GL equations, or more strictly speaking, the
Eilenberger equations [6.55] derived from the Gor’kov equation, should be solved. But it
needs a huge numerical calculation with a high-speed computer.

Since I could not observe the fluxons in the superconductors, but only the fluxons
appearing on the superconductor surface as mentioned so far, the comparison with theories
is not straightforward. For the flux begins to spread even below the superconductor
surface, so that the field distribution around the core axis differs from that in the inner
bulk. Then I numerically solved the GL equations in the superconductor and the Maxwell
equations in vacuum in order to correctly evaluate the flux spreading near the surface.
Although our experiments were carried out in the range of low magnetic fields and low
temperatures, in which the GL theory is not applicable, I start from the équations often

used for phenomenological understandings. Since, however, the GL equations,

_ _(v _ 2ﬁA)ﬁxI: —aU—B| V[P ¥ (124)
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—l—rot rotA=n {ﬁ(\r‘?w - VoY) - 2 | ¥ ] A} (125)
Ho ¢ 2mai m ’

where ¥ (7) is the order parameter, fi.(r"') , the vector potential, g , the permiability of the
vacuum, 7n,, the number density of the Cooper pairs, a and g are the coeffients calculated
from the BCS theory, are nonlinear for the unknown functions ¥(7) and A(7) , we can
not easily solve them. So I assumed some functions for ¥(7) and solved Eq. (125) only
for A(7). Once the vector potential is obtained, we can calculate the flux density B(®)

and the persistent current density ;(r") circulating around the flux;

B@ = rotd(®),  (12s)
17 = irot rotA(F) . (127)

Using the coordinate system shown in Fig. 6.7, the fluxon near the surface is described

by

U(p,p,y) = |¥(py) e,
A, 0,3) = Ao, 9)0,
B(p,0,y) = B,(p,9)é+ B,(p,v)§,

3o, 0,9) = Jelp,9)8, (128)

where j, ¢, and § are the unit vectors for the respective directions. Equation (125) then

has only the ¢ -component;

0’A,(p,y) L 0,10

52 4 o A0 9}~ 35An(9) ~ 52} | Uprp) P= 0, (129)

where the magnetic flux penetration depth A = (z}"ﬁ;)% and the magnetic flux quantum

®o = £. And then, from Egs. (126) and (127),

B,(p,y) = —?-'-4?“(’9(:—’3/), | | (130)
By(p) = 55-{oAp)}, (131)
o) = 2ot 2ulpy)y

= 5l - 32 W) (132)
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For the SQF line, I adopted the Clem model [6.8] for the order parameter;

PRPR e (v<0) (133)
0 (y>0)

where £ is the coherence length which approximately corresponds to the radius of the
fluxon. I assume the y -independence of the order parameter near the superconductor
surface. Equation (129) then becomes the Maxwell equation in vacuum y > 0. Equation
(129) with Eq. (133) was numerically solved by the finite difference method using the
DEQSOL (differential equation solver) program [6.56] with a Hitachi computer HITAC
M680H. The area for solving the equation was a square of p=0~ 1 pum, y = =05 ~
0.5 um with 200 x 200 square meshes(Fig. 6.8), and the boundary conditions were

A, =0 ,because of the symmetry on p=0,
®y1 . .
A, = s ,implying B, =0, on p= lum,
A, = %o £ implying B, = constant, on y = 0.5um
¥ 272 400 ’ v ! ’
0A
—a-yi = 0 ,implying B, =0, on y= —0.5um. (134)

The boundary conditions Eq. (134) should be different between an isolated fluxon and
a fluxon in a flux line lattice. But the calculated internal field distribution around the
fluxon center near the superconductor surface were almost independent of the boundary
conditions and the calculation area size. Our main interest in the analysis of the ex-
perimental results lies in the internal field distribution at the flux root just above the
superconductor surface. |

For numerically solving the GL equation Eq. (129) with the Clem model Eq. (133),

I must estimate the characteristic parameters of our lead films, A and £. In the case of

superconductors characterized by the local field theory, the weak-field penetration depth

AT, d), which depends on the temperature T' and possibly on the film thickness d, is
given by [6.57);

ATod) = M(T)(1+ )} (135)

Here, Az(T) is the London penetration depth, & is the Pippard coherence distance, and

is an effective mean free path arising from either scattering by impurities or the surfaces of
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Fig. 6.8 The magnetic flux distributions of a fluxon near the superconductor surface,
calculated with the DEQSOL program using the Ginzburg-Landau equation Eq. (129)
combined with the Clem model Eq. (133). The curved solid lines are calculated with the
parameters, £ = 90nm, A = 50nm, and the curved dash-lines are with £ =76, A = 63nm.
The upper figure shows the flux line distributions. The lower figure shows the profiles
of the field distribution along the lines indicated in the upper figure. The field vector
components are separately shown.



the film. Since a real sample, lead, is not, however, recognized to be quite local, Tinkham
[6.35]) has suggested the following modification of Eq. (135) as a suitable extrapolation
form for A(T, d);

_ AL(T)? oy
where (T, o0) is the bulk weak-field penetration depth. I assume the temperature de-

(0

pendence of A’s by the usual Gorter-Casimir ones, namely A(t) = o

Then, Eq, (136) becomes

_ A0,00) o A(T)? &
A(T,d)_(l_#)%\ /\(T’OO)Q.I_)%. (23)

_r
) , where t = 7.

Using the values of the effective mean free path ! obtained in Section 6.3, and A—A(’:;.L.%o);,-fo =
69nm at T = 4,2K, A(0,00) = 44nm [6.35], we get A\(4.2K,200nm) = 50 ~ 52nm.
In the same way, the GL parameter (T, d) is given by [6.35]

AL(T)2 EO) : (24)

K:(T, d) = K(T, oo)(l + WT

where

V21 H (T)MT, o0)?

. (h/2e)

_ 2v/27H (0))(0, 00)?

= T a+o)(h2e) (25)

Here, H. is the thermodynamical critical field, H.(0) = 803G, and ;‘—c = 2.07 x 1071*W,

k(T,00) =

the flux quantum. We obtain, therefore, k(4.2K, 200nm) = 0.56 ~ 0.59, and consequently,
from the relation £(T,d) = A(T, d)/x(T, d), we get £(4.2K, 200nm) = 88 ~ 90nm. These
values of the parameters, A and £, for our lead films are not dissimilar to other reports
[6.12][6.14], in spite of our unusual substrate for the lead deposition. I adopt these values
hereafter.

The curved solid lines in Fig. 6.8 shows the magnetic flux distributions around the
. fluxon center, calculated from Eqgs. (129) and (133) using the parameters { = 90 nm, A =
50 nm. It shows that the flux begins to spread even below the superconductor surface.
The field distribution in the inner bulk region of the superconductor coincides with the

original Clem model;
2 Ko(2h)

e (26)

122



where K, and K; are the modified Bessel functions. The result with a wider calculation
area (p = 0~ 2.5um, y = —0.5 ~ 2um)is utilized for the comparisons with experimental
results in Section 6.4.

The same calculation was performed for comparison using the literature values for the
parameters of a polycrystailine thin film of lead [6.58], £ = 76 nm, A = 63 nm. The
calculated results are shown with curved dash-lines in Fig. 6.8. Although the difference
between the curved solid lines (¢ = 90 nm, A = 50 nm) and the curved dash-lines are
distinguished in the superconductor, it is vanishing in vacuum with the distance from the
superconductor surface. As a matter of course, the flux distribution in vacuum less reflects
the internal field distribution in the superconductor. Since our experiments could catch
the flux distribution only above the superconductor surface, it is difficult to quantitatively
determine the values of the GL parameters. The calculated results with the both pairs of
parameters are utilized for the comparison with the experimental results.

For comparison, moreover, the magnetic flux distribution is also calculated with an

order parameter;

{1 exp(—5)} e~ (y <0)

0 (y > 0) (41)

Vi(o, 0, 9) = {

instead of the Clem’s one Eq. (133), using £ = 90nm, X = 50nm. The calculated results
are shown with the curved dash-lines in Fig. 6.9, indicating that the difference of the
flux distribution between the Clem model and the model Eq. (141) is clear only near the
fluxon center, and is varnishing in vacuum.

According to Lasher [6.20], the order parameter ¥,(p) of a state consisting of MQF
(n-flux quanta) is given in terms of that of of the state of SQF ¥,(p) as

Vo(p) = {w—\/’f_;)}" Lo (142)

Then, using the Clem model Eq. (133), the order parameter of the MQF structure is

given by
n n_—ing <0
{(f:—+£') }re (y<0) (143)
0 (y>0)

Yalp,0,9) =
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Fig. 6.9 The magnetic flux distributions of a fluxon near the superconductor surface,
calculated with the DEQSOL program using the GL equation Eq. (129). The curved
solid lines are calculated with the Clem model Eq. (133), and the curved dash-lines are
with a model Eq. (141). Both are calculated with the parameters, £ = 90nm, A = 50nm.
The upper figure shows the flux line distributions. The lower figure shows the profiles
of the field distribution along the lines indicated in the upper figure. The field vector

components are separately shown.



Figure 6.10 shows the calculated results from Eqs. (129) and (143) for n = 1 and 4 using
£ = 90nm and XA = 50nm. The ordinate, flux density, in the lower figure is normalized for
the flux density of a SQF. The difference of the flux distributions between the two models
can be distinguished even in the vacuum above the superconductor surface.

For the SQF line in a film of thickness d, the flux distribution was calculated by

utilizing the Clem’s order parameter;

0 (y > 0)
Vi(p, 0,y) = me"“’ (-d<y<0) (144)
0 (y £ —d)

The calculated results using £ = 90 nm, A = 50 nm, from Eq. (129) with Eq. (144)
for various values of d are shown in Figs. 6.11(b)~(d). Figure 6.11 (b) shows that the
flux distribution just above the surface of the film is almost the same as that of the
semi-infinite superconductor Fig. 6.11(a). I therefore utilize the results calculated for the
semi-infinite superconductor for the comparison with the experimental results in Section
6.6. Figures 6.11 (c) and (d) indicate that the flux distribution becomes broader with
decrease of the film thickness.

6.5 Experimental results

6.5.1 Observations of magnetic flux structures

After the in-field cooling in which the film was cooled down from 15K to 4.2K under
the magnetic field of the fixed strengths, the holograms were taken during applying the
field (in-field observation). I observed three kinds of magnetic flux structures in super-
conducting lead films, depending on the film thickness and the applied magnetic field.
Figure 6.12 shows the interference micrographs with m-phase interval, in which a single
interference fringe exactly corresponds to a magnetic flux line of a single flux quantum 2.
The shadowed areas are the curved lead films and I can only observe the flux spreading
out into vacuum after penetrating through the films. The observation areas for a lead

film are not necessarily the same under the different applied magnetic fields.

Although the fluxons were observed in the 0.2um -thick film under the 1.0 Oe field, the
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Fig. 6.10 The magnetic flux distributions of a fluxon near the superconductor surface,
calculated with the DEQSOL program using the GL equation Eq. (129). The curved solid
lines are calculated with the Clem model Eq. (133), and the curved dash-lines are with the
Laser model Eq. (143). Both are calculated with the parameters £ = 90nm, ) = 50nm.
The upper figure shows the flux line distributions. The lower figure shows the profiles
of the field distribution along the lines indicated in the upper figure. The field vector

components are separately shown.
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Fig. 6.11 The flux (upper figures) and circulating current (lower figures) distributions of
a fluxon penetrating through (a) a semi-infinite, and thin films of thickness d = (b) 42,
(c) 2, and (d) A of superconductors are calculated with the DEQSOL program using the
GL equation Eq. (129) combined with the Clem models, Eq. (133) and (144), respectively.
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Fig. 6.12 Interference micrographs with phase interval of = showing the quantized mag-
netic fluxes appearing on the surfaces of the superconducting lead films. A single interfer-
ence fringe exactly corresponds to a single flux quantum mvm The magnetic flux structures
vary depending on the film thickness d and the applied field H. (a)H = 1.60e, (b)H =
3.70e, (c)H = 5.00¢ for d = 0.2um. (d)H = 3.70e, (e)H = 5.00¢, (f)H = 18.30e¢ for
d = 1.0um. (g)H = 7.50e, (b)H = 12.20e, (c)H = 18.30¢ for d = 1.7um.




fluxons did not appear under the fields below 2.0 Oe for the 1.0um -thick film, and below
5.0 Oe for the 1.7um -thick film. This fact indicates that the Meissner phase extends into
the higher field region with increase of the film thickness (see Fig. 6.1).

In the case of the films of 0.2um thickness (Fig. 6.12 (a)(b)(c)), the fluxes penetrate in
the form of the SQF lines, independent of the applied fields. They are the SQF structures
of Tinkham [6.16]. With increase of the film thickness to 1.0um (Fig. 6.12 (d)(e)(f)),
flux bundles with several flux quanta penetrate in the form of thin filaments, and their
exits on the surface are point-like. This is a MQF structure, which I call ”MQF-A type”
hereafter. In this structﬁre, with the applied magentic field, the amount of the flux con-
tained in a single MQF line increases and the number of the MQF lines also increases. In
the case of 1.7um (Fig. 6.12 (g)(h)(i)), moreover, the flux penetrate in the form of flux
bundles, as in the case of the 1.0um -thick film. But the diameters of the flux bundles
are much lager than those of the MQF-A lines. I call this structure ”"MQF-B type” from
now on. In this case, with increase of the field strength, the diameters of the flux exits
on the film surface seem to increase, although the diameters seems to remain unaltered
in the MQF-A structure in the 1.0um-thick film. Figure 6.12 clearly shows three kinds of
structures, SQF, MQF-A, and MQF-B, in the form of the distribution of magnetic flux
lines. The differences between these structures will be more clearly shown in the detailed
analysis of the internal field distributions around the fluxon center in the next subsection.

Although the SQF lines tend to arrange in the lattice form according to Tinkham
[6.16], the observed SQF lines in the film of 0.2um seem to arrange at random. This is
thought to be originated from the strong pinning force caused by the inhomogeneity of the
film, the most prominent of which are grain boundaries [6.14]. The arrangement can also
be made random by the creation and annihilation of the vortex-antivortex pairs in the
Kosterlitz-Thouless (KT) region [6.15] just below the superconducting transition temper-
ature. The KT theory has been extensively discussed concerning the melting of the flux
line lattices in two-dimensional superconductors [6.59][6.60]. The fluxon pairs observed in
Fig. 6.12 (a),(b) may correspond to the ones predicted in the KT theory. The pairs may
have been created when the film was cooled down through the KT regime, and "frozen”

by pinning so that the opposite fluxons would have not met to annihilate each other. The
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polarity of each fluxon is easily distinguished in the interference micrograph. Unless the
polarities of the two fluxons are opposite, the fluxons individually stands up and fan out,
not make a pair. This is one of the unique features to the electron holographic observation
compared with other experimental methods. The pairs were not observed in the films of
1.0um and 1.7um _thicknesses. This is naturally understood because the KT theory is
applicable only for the two-dimensional system, and on the contrary, for this reason, it is
suggested that the observed flux pairs are the ones predicted by the KT theory.

Figure 6.13 (a) shows the interference micrograph of the SQF line appearing in the
0.2um -thick film under the 3.7 Oe field, in which a single fringe exactly corresponds to
a single flux quantum. Figure 6.13 (b) is a phase-difference-amplified interference micro-
graph analyzed from the same hologram as Fig. 6.13(a). This micrograph was obtained
not by the techniques using the conjugate and higher-order diffracted waves from the
hologram mentioned in Chapter 2, but by drawing the contour phase lines at I phase
intervals, instead of = interval in Fig. 6.13 (a), from the phase data numerically measured
by the fringe scanning interferometry. This is an eight-times phase-difference amplified
interference micrograph in which a single fringe corresponds to a magnetic flux line of ;‘—e.
The total amount of flux and the detailed flux distribution can be estimated with higher
accuracy.

The MQF-A line with four flux quanta emerging in the 1.0um -thick film under the
5.00e field is shown in Fig. 6.14 (a), and (b) is its eight-times phase-difference-amplified
interference micrograph in which a single fringe corresponds to a magnetic flux line of §'3;.
The flux penetrating through the superconductor looks as fine as that of the SQF in Fig.
6.13.

Figure 6.15 shows the MQF-B line with four flux quanta appearing on the 1.7um
-thick film under the field of 12.2 Oe. The root of the flux is much broader than that of
the MQF-A line in Fig. 6.14, while the amounts of the flux are the same.

In this way, the structural changes from the SQF to the MQF-A and the MQF-B
structures are clearly and directly shown in the form of magnetic flux distributions in
interference micrographs. The changes seem to originate only from the increase of the

film thickness, because, from the RRR measurement, the quality of the films is estimated
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Vacuum

Fig. 6.13 A singly quantized flux (SQF) line appearing in the 0.2um-thick lead film under
the 3.70e-field. (a) Interference micrograph showing the flux lines in units of %, and (b)
in units of g"; (an 8-times phase-difference amplified interference micrograph). The curved
dash-lines in (a) and the curved solid lines in (b) are the flux distribution calculated from
the GL equation with the Clem model using the parameters £ = 90nm, A = 50nm.



Fig. 6.14 A multiply quantized flux (MQF-A) line appearing on the 1.0um-thick lead film
under the 5.00e-field. (a) Interference micrograph showing the flux lines in units of &,
and (b) in units of & (an 8-times phase-difference amplified interference micrograph). The
curved dash-lines in (a) and the curved solid lines in (b) are the flux distribution calculated
from the GL equation with the Clem model using the parameters § = 90nm, A = 50nm.



Vacuum

Fig. 6.15 A multiply quantized flux (MQF-B) line appearing on the 1.7um-thick lead
A

film under the 12.20e-field. An interference fringe corresponds to the flux quantum 2.
The curved dash-lines shows the flux distribution calculated from the GL equation with

a model Eq. (148) with R = 0.4um, £ = 90nm, A = 50nm.



to remain unaltered with the thickness change.

6.5.2 Internal field distributions of quantized magnetic fluxes

The phase distributions of the electron waves transmitted through the fluxons were
numerically measured, and then the field vector components around the fluxon centers
were decomposed using the digital phase analysis method as described in Chapter 5.

At first, I analyzed the hologram taken from the 1.0um-thick lead film under the 5.00¢
field (MQF-A). Figure 6.16 (b) shows the line profile of the phase distribution along the
line AA just above the'superconductor surface in the interference micrograph Fig. 6.16
(a). It shows that the phase steeply shifts at the flux exits and does not shift between
them. This shows the Aharonov-Bohm effect.

The wavefront numerically reconstructed in this way is three-dimensionally displayed
in Fig. 6.17. The near side of the wavefront (y = 0) is adjacent to the lead film surface.
This wavefront is an expected one shown in Fig. 6.5. The sudden phase shifts at the flux
exits are multiples of 7, and their multiples are the number of fringes in Fig. 6.16 (a).
This fact precisely means the flux quantization in units of 51‘; The phase measurement
precision in the fringe scanning interferometry corresponds to the flux resolution of ~ iThoZ
[6.7] as described in Chapter 4.

On the next step, the field vector components were derived from the numerically mea-
sured phase distributions by the data processing method mentioned in Chapter 5. The
derivative 94—%?1 is calculated from the phase profile Fig. 6.16(b) and presented in Fig.
6.16 (c). It has peaks at the flux exits because it is the line integral of the field vector
component B, normal to the surface along the electron path as expressed by Eq. (118).
In the same way Fig. 6.16 (d) is the derivative 9{%-'& which corresponds to Eq. (119).
Using these data, then, the field vector components were calculated according to Egs.
(120)~(123). The solid broken lines in Fig. 6.18 show the result obtained from the flux
bundle with four- flux quanta appearing at the left end of Fig. 6.16 (a) or Fig. 6.14. The
ordinate is normalized for the flux density of a SQF. Electron holography combined with
the fringe scanning interferometry in this way enables the quantitative measurement of

the field vector components near the center of an individual flux in terms of the distance
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Fig. 6.16 Digital phase analysis for the fluxes appearing on the 1.0um-thick film under the
5.00e-field. (a) Interference micrograph showing the MQF-A structure. (b) Line profile
of the phase distribution along the line AA just above the superconductor surface in the
micrograph (a). (c) Its derivative with z, 2%3:&. (d) Tts derivative with y, Qﬂa—;"‘l.



5um

Fig. 6.17 Electron wavefront reconstructed by the fringe scanning interferometry. The
hologram taken from the MQF-A structure shown in Fig. 6.16 was analyzed. The near
side of the wavefront (y = 0) is adjacent to the lead film surface.



Magnetic Flux Density (G)

Fig. 6.18 Field vector components, B,(p), normal to the surface, and B,;(p), parallel to
the surface, around the flux center just above the superconducting lead film surfaces. The
broken dash-lines are for the SQF line shown in Fig. 6.13. The broken solid lines are for
the MQF-A line shown in Fig. 6.14. The curved solid lines are the distributions calculated
from the GL equation with the Clem model using the parameters £ =90nm, X = 50nm.
The curved dash-lines are the calculated ones with the parameters { = 76nm, A = 63nm.



from the core axis.

The same analysis for the SQF line shown in Fig. 6.13 was carried out, and its result
is shown as the broken dash-lines in Fig. 6.18. The field distributions of the SQF and
MQF-A almost coincide.

I next analyzed the flux of the MQF-B structure in the 1.7um -thick film under the
12.20¢ field. Figure 6.19 (b) is the line profile of the phase distribution along the line AA
just above the superconductor surface in the interference micrograph (a). Since, as in Fig.
6.16, the phase shifts at the flux exits are multiples of =, it is concluded that the fluxes
are quantized in units of 5'3‘— But the phase changes are slower in broader areas compared
with those in Fig. 6.16, which means the lower flux density in the MQF-B compared with
that of the SQF and MQF-A lines. The derivatives g‘%%ﬂ and 2%%”-1 were calculated and
shown in Fig. 6.19 (c) and (d). I analyzed the field components of the flux with four flux
quanta appearing at the left end in this figure with use of Eqs. (120)~(123). The result
shown in Fig. 6.20 is apparently different from the ones in Fig. 6.18. The B, distribu-
tion shows, in particular, the nearly uniform flux penetration through a semi-macroscopic
normal region.

By introducing the fringe scanning interferometry, in this way, we can not only de-
termine the flux amounts with much higher accuracy compared with the interference
micrograph observation, but also analyze the internal field distributions in three dimen-

sions.

6.6 Discussions

6.6.1 Detection of a single fluxon

The contrast produced by a single fluxon in Lorentz microscopy have been calculated
by the several authors [6.3][6.61]~[6.64] to find that the position detection of a single
fluxon is near the observation limit from the uncertainty principle. '

Using the phase difference d¢ between the two paths 1 and 2 in Fig. 6.7, d¢ = g—fdz,
the deflection angle of the incident electron beam £ by the magnetic field of a single

fluxon is given by 8 = ;%, where k, is the z-component of the wavenumber vector of
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Fig. 6.19 Digital phase analysis for the fluxes appearing on the 1.7um-thick film under
the 12.20¢-field. (a) Interference micrograph showing the MQF-B structure. (b) Line
profile of the phase distribution along the line AA just above the superconductor surface
in the micrograph (a). (c) Its derivative with z, ﬁt‘%gl. (d) Its derivative with y, Q%;Jl.



Magnetic Flux Density (G)

Fig. 6.20 Field vector components, By(p), normal to the surface, and B,(p), parallel to
the surface, around the flux center just above the superconducting lead film surfaces. The
broken solid lines are the flux distribution in the MQF-B line shown in Fig. 6.15. The
curved solid lines are the distribution calculated from the GL equation with a model Eq.

(148) with R = 0.4um, £ = 90nm, A = 50nm.



the incident electron. The phase difference d¢ is expressed with the amount of the flux
between the two paths d® as d¢ = w% (Eq. (63)), where ®p = -:—e. The momentum
change of the incident electron beam in the z direction dp,, on the other hand, is given by
dp. = p,f, where p, is the momentum component in the incident direction. Consequently
we get |

hd®

On the other hand, the spread Az of the wavepacket in the z direction consisting of plane

waves with the momentum uncertainty dp; is related by
dp,- Oz > h, (146)

from the uncertainty principle. Since the spatial resolution of real observations dz is

always dr > Az, therefore, we get from Eqs. (145) and (146)

dd
—>2.
5. 22 (147)

This implies that the observation of magnetic fluxes with spatial resolution of dz needs
the flux (change) of order of @, in the interval of dz. In other words, in the case of the
observation of a single fluxon, its position can be determined only with the precision of
order of its diameter. 7

The present report, however, shows the observation of a single fluxon with the flux
resolution d® ~ %6 and the spatial resolution dz of approximately one-hundredth of its
diameter. This seems to contradict the uncertainty principle above mentioned.

A classical picture such as the above discussion on the connection between the spatial
and flux resolutions is not applicable to the electron holography. The observation in
image-electron holography is carried out essentially in quantum mechanical. The spatial
resolution is not determined by the wavepacket spread in the direction perpendicular
to the propagation. In our holography electron microscope, the electron wavepacket
widely spread ~ 50um in the z-direction at the specimen plane. Utilizing a part of
the wavepacket as an object wave, an in-focused image is formed with spatial resolution

as high as conventional electron microscopes. The remaining part of the wavepacket

s utilized as a reference wave. The high resolution for magnetic fluxes is achieved by

141



interfering the object wave with the reference one, irrespective of the spatial resolution
of the image. Utilizing the reference wave in the electron holography, the high resolution

for magnetic fluxes can be obtained without any reduction of the spatial resolution.

6.6.2 Magnetic flux structures of lead films

Now I compare the experimental and calculated results on the internal field distribu-
tions of quantized fluxes. The curved dash-lines in Fig. 6.13 (a) show the flux distribution
calculated from the GL equation Eq. (129) with the Clem model Eq. (133) for the SQF
line using the parameters £ = 90nm , A = 50nm. The observed and calculated distri-
butions qualitatively agree, implying that I actually observed the flux exit just on the
superconductor surface. More detailed comparison is possible in Fig. 6.13 (b) with the
phase-difference-amplified interference micrograph. The calculated distribution (curved
solid lines) considerably agrees, particularly at the flux root just above the surface.

In the case of the MQF-A line in Fig. 6.14, the agreement with the calculated distri-
bution with the Clem model, which is the same as that of the SQF line in Fig. 6.13, is
also considerable. Since, as shown in Fig. 6.10, the difference of the magnetic flux distri-
bution between the Clem model Eq. (133) and the Lasher model Eq. (143) for the MQF
lines (n = 4) is evident, I can conclude from my observation that the MQF-A structure
is better described by the Clem’s order parameter for the SQF line than that of Lasher’s
for n-quanta MQF line. Figures 6.13 and 6.14 show that the field distributions around
the center of the SQF and MQF-A lines are in the same cha.ra.cter with the exception of
their flux amounts. ’

At the region far from the surface in the images of Figs. 6.13 and 6.14, the cal-
culated lines slightly deviate from the observed ones. This is because of the boundary
conditions for solving the GL equations. Equation (134) do not a.c‘curately reflect the
real circumstances, which affects the distributions at the circumference in the images.
Experimentally, moreover, the fringe distributions at the region far from the supercon-
ductor surface is apparently affected by slight inclination of the mirrors in the optical
reconstruction interferometer (Fig. 3.1). Anyway, our main interest lies in the internal

field distribution at the flux root just on the surface.
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As mentioned in the previous section, the root of the MQF-B line shown in Fig. 6.15
seems much broader that those of the SQF and the MQF-A lines. This feature is quali-
tatively explained by the Lasher’s order parameter Eq. (143) for the MQF line as shown
in Fig. 6.10, which, however, does not give quantitative agreement satisfactorily with the
observed MQF-B line. In order to better simulate the flux distribution of the MQF-B line

shown in Fig. 6.15, I assume an order parameter;

. {1- e-gcé;ﬁ}% e (y<0, p>R)
¥(p,p,y) = 0 (y<0,0<p<R) (148)
0 (y>0)

instead of Eq. (14.3). This model implies that a circular normal region of the radius R
appears in the superconducting phase and the magnetic flux bundle of n-quanta penetrates
therein. The curved dash-lines in Fig. 6.15 show the flux distribution calculated from
the GL equation Eq. (129) using this model of R = 0.4um, n = 4, £ = 90nm, and
A = 50nm. The agreement of the observed pattern is fairly good, which shows distinct
difference from the SQF and the MQF-A lines.

The field vector components are also compared. The curved solid lines and the curved
dash-lines in Fig. 6.18 show the calculated distributions with the Clem’s order parameter
Eq. (133) using the parameters { = 90nm,. A = 50nm, and £ = 76nm,) = 63nm,
respectively (compare with the curved lines in Fig. 6.8). The experimental results for the
SQF (broken dash-lines) and the MQF-A (broken solid lines) are considerably traced by
the calculated curves. The MQF-A line, in particular, penetrates in the form of a filament
of as fine as the SQF line. I cannot here obtain a definite conclusion which pair of the
GL parameters here.a,dopted in the calculation is more appropriate.

Concerning the MQF-B line, the curved solid lines in Fig. 6.20 are calculated with
a model Eq. (148), which fairly well trace the experimental results (broken solid lines).
This field distribution can not be explained by any curves in Fig. 6.8, implying that the
broadening of the flux root in the MQF-B line is intrinsic, not due to the shadowing of a
finer root by the curved lead film edge.

It should be point out here that the flux density just above the normal region on

the superconductor surface in the MQF-B structure is estimated approximately 180G
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from Fig. 6.20, which is much lower than the thermodynamical critical field ~ 500G of
bulk superconducting lead at T' = 4.2K. The internal field in the normal domain in a
macroscopic intermediate state, on the other hand, is expected to be approximated by
the thermodynamic critical field. This extraordinary reduction of the flux density in the
normal region of the MQF-B structure is considered to come from the surface and size
effects. As estimated in Section 6.4 and observed in Section 6.5, the flux lines rapidly
disperse out from the superconductor surface, and its flux density fairly decreases even
near the center of the normal region compared with that in the inner bulk region. Since the
MQF-B lines, moreover, have much smaller size in geometry compared with a macroscopic
intermediate state, its characteristics such as the flux density in the normal region can
be different from that of the intermediate state in a bulk superconductor. For instance,
certain reduction of the critical field in thin films has been observed [6.35][6.36].
Another remark remains to be made concerning the implication of the observed MQF-
A and MQF-B lines. They do not directly correspond to the Lasher’s MQF and the
Goren’s NS structures, respectively. They predicted their structures only at relatively high
field regions, while our observations were carried out under very weak fields, just above the
"lower critical field” (1— D)H, (see Fig. 6.1). Since the critical value of the GL parameter
k for the transition between the type-I and -II behaviors in superconducting characteristics
is predicted to be k¥ = 712- = 0.707 from the original GL theory, the estimated values
Kk = 0.56 ~ 0.59 for our lead films at T = 4.2K seem to be cdhsidera.bly small for
the transition. Detailed investigations, however, have revealed the attractive interaction
among fluxons in a narrow k-range near Kk = 712-, called the intermediate-mixed state
[6.24][6.25][6.36]. Auer and Ullmaier [6.65] observed the transition from the type-I to
-II state at x values as small as 0.6 in the range of low temperature % < 0.4. The
phase diagram in which the type-I and the type-II state including the intermediate-mixed
state are classified in terms of x and T, has been investigated by many researchers [6.1].
Our observed MQF-A and MQF-B structures, therefore, may be understood as some
transition characteristics between the type-I and -II superconductors. Besides this effect,
some additional features such as the pinning [6.9] and surface effects may raise the variety

of magnetic flux structures like the MQF-A and MQF-B lines under low magnetic fields.
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6.7 Conclusions

1. I have succeeded to directly image a singly quantized flux emerging on the surface of
superconducting lead films in the form of magnetic flux line distributions using the elec-
tron holography technique. Combining the fringe scanning interferometry, furthermore,
the flux quantum 2% have been determined for individual fluxes with precision of ~ J‘W
This method has also allowed one to analyze in detail the distributions of the field vector
components around individual fluxon centers.

2. The fluxon pairs, consisting of two anti-parallel fluxons, have been Qbserved only in
the lead films of 0.2um thickness, not in thicker films. These may be the ones predicted
in the Kosterlitz-Thouless theory.

3. Under certain restricted observation conditions, i.e., under low fields and low tempera-
tures, I have clearly observed the changes of the magnetic flux structures of superconduct-
ing lead films with increase of the film thickness. In addition to the singly quantized flux
structure in the 0.2um—thick films, two types of the multiply quantized flux structures
have been newly observed in thicker films.

4. I have numerically solved the Ginzburg-Landau equations to calculate the field distribu-
tions around the fluxon center near the superconductor surface. Considerable agreement
between the calculated and the experimental results was obtained. In particular, the in-
ternal field distribution of the MQF-A line appearing in the 1.0um—thick lead film has

been found to be the same as that of the SQF line in the 0.2um—thick film.
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Chapter 7

Concluding remarks

Although the original purpose of Gabor, the breakthrough of the resolution limit of
electron microscopy with use of electron holography, has not yet been realized, the unique
applications of electron holography have been developed as interference microscopy. The
direct measurement of the phase of electron waves provides valuable information of a
specimen under investigation. The present work has shown the experimental techniques
to improve the measurement precision of electron phase, leading to the detailed analy-
sis of electromagnetic fields and the thickness distribution of microscopic objects. The
"sensitivity-enhanced electron holography” with the phase resolution of ~ % and the
spatial resolution of ~ 0.3 nm, in principle, now enables even the direct observation of
the magnetic field from a single Bohr magneton and the three-dimensional structures of
DNA’s. These are the future subjects of electron holographic investigations.

The present study has also emphasized the numerical data acquisition of the elec-
tron phase distribution, which leads to the tomographic measurements of electromagnetic -
fields as well as the three-dimensional structure of microscopic objects. The defectoscopy
at atomic resolution with electron holography, especially, will be powerful toel both in
science and in technology.

Dynamical observations in electron holography is another important future subjects
which has not yet been intensively investigated in spite of its great potentiality. By
recording electron holograms with a video-tape recorder or so, and by analyzing the holo-
gram with an image-processing computer using the subfringe interferometries described in
Chapter 3, we will be able to make a real-time observation of the electron phase variation.

Dynamical changes of magnetic structures in superconductors and magnetic fine particles
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will be directly and individually imaged. In superconductors, for example, the detailed
investigations of the flux flow, flux pinning, flux-line-lattice melting, and others, will pro-
vide both interesting physical insights on superconductors and some guiding principles
for material development towards high superconducting critical currents [7.1].

The improvement of the phase sensitivity, spatial resolution, and time resolution has
given rise to expectations that electron holography will become an unique and useful tool
for investigating the microscopic world ranging from fundamental physics to practical

technologies.
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Quantitative phase analysis in electron holographic

interferometry

Toyohiko Yatagai, Katsuyuki Ohmura, Shigeo Iwasaki, Shuiji Hasegawa, Junji Endo, and Akira Tonomura

Holographic interferometry in an electron microscope and its phase analysis technique are described. The
fringe scanning method is used to gain high sensitivity in phase detection. An example of measuring a
magnetic field of a fine particle is presented. The measurement accuracy for median filtering is about 1/70
fringe corresponding to the magnetic flux sensitivity of 6 X 10-17 Wb. Noise reduction techniques are also

discussed.

I. Introduction

Holography has been successfully used in an elec-
tron microscope since the field-emission electron mi-
croscope was developed.'-3 This microscope differs
from a conventional electron microscope in two re-
spects: afield-emission electron gun provides a coher-
ent electron beam and a Mollenstedt-type electron
biprism is used as a wavefront beam splitter for record-
ing holograms.

In an earlier stage of the electron holography tech-
nique, correction of spherical aberration in an electron
optical system was a major objective to improve its
spatial resolution.*6 Then a 3-D imaging technique, a
phase-contrast method, and an interferometric tech-
nique’ were discussed. Among applications of elec-
tron holography, electron holographic interferometry
promises to make unique contributions. With it
thickness variations and magnetic field distributions
in a microscopic region can be detected.

To gain high sensitivity in interferometric phase
measurement, the use of the optical phase amplifica-
tion technique®® was discussed to obtain tenfold am-
plification of the reconstructed phase by using higher
diffraction orders.”1® Recently Takeda et al., used
the FFT method of subfringe analysis for electron
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holographic fringes.!! They described phase varia-
tions much smaller than 27 that could be detected
without recourse to optical reconstruction or optical
interferometric measurements.

In this paper, using the fringe scanning technique for
fringe analysis of an electron interference hologram is
discussed. It gives us high sensitivity and high spatial
resolution in phase measurement. The quantitative
phase measurement technique in electron holographic
interferometry is useful for magnetic field measure-
ments in the microscopic region as well as for small
thickness variation evaluation. We first present a
brief review of electron holographic interferometry
and then discuss the use of the fringe scanning tech-
nique.

il. Electron Holographic Interferometry

A. Electron Holography

A schematic diagram of an electron holographic sys-
tem is shown in Fig. 1. A specimen is positioned in
one-half of a collimated beam; the other half is used as
the reference beam. An image of the specimen is
formed through an objective lens. A Mollenstedt-
type electron biprism is situated between the objective
lens and the image plane. The Méllenstedt biprism is
composed of a central thin wire and two ground-poten-
tial electrodes on both sides. Application of a positive
electric potential to the wire makes the image and the
reference beam overlap giving interference fringes.
The interference fringe pattern is magnified by a mag-
nification lens and recorded on film as an electron
hologram.

By using an optical system an image of an electron
hologram can be reconstructed, as shown in Fig. 2. A
hologram is illuminated by a collimated monochro-
maticlight. Anelectron objective lens has a very large
spherical aberration, which limits the resolution of the
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Fig. 1. Schematic diagram of an electron hologram recording.
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Fig. 2. Optical reconstruction system of an electron hologram.
Phase difference amplification is done by using higher-order dif-
fracted waves.

electron microscope. When this spherical aberration
needs to be reduced, a correction lens is used in an
optical reconstruction system to compensate the
spherical aberration of the electron optics.

B. Phase in Reconstructed Image

In an optically reconstructed image, the phase of the
transmitted electron beam is also reconstructed. Su-
perimposing a plane reference wavefront on the recon-
structed image gives an interference fringe pattern
corresponding to the phase contours of the object. In
an optical reconstruction system for the interference
microscope based on the electron holography, two col-
limated laser beams coherent with each other illumi-
nate a hologram, so that the plus Kth order and the
minus Kth order reconstructed images make a phase-
difference amplified interference pattern by a factor of
2K. Asdescribed later, a combination of the first- and
zero-order diffracted waves is used to obtain an inter-
ferogram without phase amplification.

The phase difference between an object beam and a
reference beam is caused by two sources: thickness
variation and magnetic flux. The effective refractive
index n of a nonmagnetic specimen can be derived as

n=1+ Vy/24,, (1)

where V) is the mean potential of the specimen and ¢q
is the initial electron potential. Thus the phase
change due to thickness variation d is given by

Ap=n-d. (2

The phase difference resulting from the magnetic flux
is described by

Ap =—2r-e/h - f B,dS, ®)

where e is the electron charge and & is Planck’s con-
stant. According to Eq. (3), a 27 phase difference or
one fringe in an interferogram corresponds to a closed
magnetic flux of h/e = 4 X 1071 Wh. This value
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represents high sensitivity compared with that of any
other conventional field-measurement techniques.

ll. Phase Analysis

A. Procedure and Experimental Apparatus

Figure 3 is a schematic of the setup for reconstruct-
ing an electron hologram and making the fringe scan-
ning phase detection of the reconstructed image. In
the first experiment presented, the zero-order diffract-
ed wave is used as the reference beam and so the plus
first-order and the zero-order diffracted waves are su-
perimposed to obtain an interference fringe pattern.
One of the reconstructed beams is phase shifted with a
PZT driven modulation mirror, so that the phase of the
interference fringe pattern is adjusted to make phase-
sensitive detection. When making phase-difference
amplification of the reconstructed image, we superim-
pose the plus and the minus first orders of diffraction
to obtain an interference fringe pattern with the twice-
amplified phase distribution.

The interference fringe pattern is detected with a
high-resolution low-distortion TV camera and is
stored in a frame memory. Fringe dataare transferred
to a minicomputer. The PZT transducer is controlled
by a minicomputer via a D-A converter.

B. Algorithm

Let us suppose that the interference fringe pattern
with the modulated reference phase 6, can be written
as

fx,3,8,) = a(x,y) + b(x,y) cos[d(x,y) +38,], (4)

where ¢(x,y) is the phase to be evaluated and a(x,y)
and b(x,y) are the average fringe intensity and the
fringe contrast, respectively. In the fringe scanning
method, one of the mirrors is stepwise moved through
half of the wavelength so that the relative phase 6, of
the interferogram is changed:

8, = 2x/N (N=12,...N—-1), ®)

where N denotes the number of mirror movements.
The irradiance at each point in the interference pat-
tern goes through one cycle of periodic variation. The
computer determines a best-fit sinusoidal function for
the irradiance vs the amount of phase shift at each
point of the interference pattern. The phase of the
best-fit function is a direct measure of the test wave-
front.

According to the fringe scanning phase detection
principle,!2 summations with sinusoidal weights



N-1
c(x,y) = Z f(x,,8,) cos2xn/N, (6)

n=0

N-1
s(x,y) = Z f(x,y,8,) sin2zn/N @)

n=0

are calculated to extract the sinusoidal parts of the
intensity variation. The phase of the interferograms
is given by

-1 s(x,y) . ®8)

¢(x,y) = tan pro

The calculated arctangent values are wrapped be-
tween £ rad. The unwrapped phase value gives the
correct shape corresponding to the phase profile.

C. Data Analysis Software System

To make automatic data acquisition and phase anal-
ysis, we developed a software system whose flow dia-
gram is shown in Fig. 4. If necessary, prior to entering
a main processing routine, preprocessing procedures
are performed. The preprocessing step includes the
piezoelectric translator calibration. The nonlinear
characteristic of the piezoelectric translator is mea-
sured. The coefficients of the calibration quadratic
curve of translation vs the input voltage are evaluat-
ed.’3 By using these evaluated coefficients, a correct-
ed voltage is available for the phase-shifting proce-
dures.

In the first processing step, a series of interferograms
with different reference phases and the first-order re-
constructed image without the reference beam are
stored in a computer memory. This first-order recon-
structed image is used to reduce background noise in
the interferograms in the next step. Noise reduction
procedures are performed in the second step. TV
frame averaging, unweighted local averaging, and me-
dian filtering are used to reduce statistical noise in
interferograms. To obtain enhanced fringe contrast
and to reduce the background noise, the first-order
reconstructed image is subtracted from the interfero-
gramdata. The phase of the interferogram is calculat-
ed according to Eq. (8). The computation of phase by
any inverse trigonometric function only provides
phase principal values between 7 rad. In the third
step, this phase unwrapping is performed. In the
postprocessing step, the aberration of the optical inter-
ferometer and the tilt phase term are subtracted from
the unwrapped phase data. Finally, calculated phase
data are displayed in an arbitrary format.

D. Noise Reduction

The noise sources to be considered in electron holo-
graphic interferometry are (1) phase irregularity in a
carbon film base which supports the specimen, (2)
speckle noise caused by dust and such in the optical
reconstruction system, (3) thickness irregularity and
scattering of a hologram, and (4) electronic statistical
noise: shot noise and thermal noise in a TV camera.

In spatial noise due to the first three sources, we use
noise reduction techniques by digital image processing

IMAGE DATA INPUT

Interference fringe
1-st order image
I

PRE-PROCESSING

TV frame integration
Median, average filtering
Subtraction of 1-st order image

1
PHASE EVALUATION

Phase calculation
Phase unwrapping
Median filtering
j
POST-PROCESSING

Median, average filtering
Tilt & aberration removal
T

DISPLAY

Grey level
Perspective

Fig. 4. Flow diagram of the software system for automatic data
acquisition and phase analysis.

- including local averaging, median windowing, and

some spatial filtering. In particular, median window
filtering is powerful in reducing salt-and-pepper spa-
tial noise without reducing spatial resolution. Spa-
tially independent noise such as salt-and-pepper noise
in the analyzed phase distribution is serious enough to
perform phase unwrapping, resulting in fatal errors
near the phase discontinuity area. TV frame averag-
ing in time provides for reduction of the statistical
noise from the fourth statistical source above.

In addition to the technique mentioned above,
speckle noise due to the reconstructed optical system
could be reduced by using incoherent illumination to
decrease the effects of diffraction patterns from dust
and by using a liquid gate method to compensate phase
irregularity in a hologram surface.

IV. Experimental

As shown in Fig. 3, the experimental system is divid-
ed into two parts: optical and electronic. The optical
system used is a Twyman-Green interferometer with a
reference phase-modulation function. The fringe
analysis system consists of high-resolution TV camera
(Hamamatsu C1000), frame memory, piezoelectric
translator and its driver, and a DEC LSI-11/23 mini-
computer system. The video signal is converted to an
8-bit digital signal and stored in the frame memory of a
Hamamatsu C1901 with a 16-bit resolution. Because
of the 16-bit resolution in the intensity range, 256
frames maximum can be accumulated in the frame
memory to reduce statistical noise in the video signal.
A piezoelectric translator (Burleigh PZ-91) makes the
phase modulation. A programmable high voltage sup-
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Fig. 5. Magnified version of an electron hologram. Holographic
carrier fringes are observed between the arrows.
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Fig. 6. Reconstructed image of a cobalt particle.

ply is developed in which a 12-bit Datel HK12BGC D~
A converter generates the reference signal.

Electron holograms are recorded in a 125-kV field-
emission electron microscope. The interference
fringes are magnified 30,000 times in the electron mi-
croscope and recorded on Kodak 4489 electron micro-
scope film as a hologram. The carrier frequency is 20
lines/mm. A magnified version of an electron holo-
gram is shown in Fig. 5. The specimen is a magnetic
cobalt particle mounted on a carbon thin film. Be-
tween the arrows indicated in the figure two electron
beams are the overlapped and interferometric fringes
obtained. The number of holographic carrier fringes
in this area is ~250.

Figure 6 shows a reconstructed image of a cobalt
particle. The image is reconstructed without a refer-
ence beam in the optical system shown in Fig. 3. The
size of the particle is ~2000 A. The speckle noise is
obvious in the reconstructed image.

The interferometric fringe pattern is shown in Fig.
7(a), which is obtained by superimposing the first-
order diffracted wave and the zero order from the
hologram of Fig. 5. An intensity profile along a central
cross section is shown in Fig. 7(b). The interferogram
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Fig.7. Interference micrograph of (a) magnetic particle and (b) its
fringe intensity profile along a central cross section.

Fig. 8. Interferometric micrograms with different reference
phases.

has a salt-and-peppery appearance due to the random-
ness of the speckle. Five interference fringes are ob-
served in the reconstructed image. Since the particle
is verified to be planar and triangular by another meth-
od, the outer three fringes are due to the thickness
variation and the inner two fringes correspond to mag-
netic flux inside the particle.

Figure 8 shows interferograms with =/2 reference
phase difference. The principal values of the phase
are calculated according to Eq. (8). The calculated
phase distribution is shown in Fig. 9(a). Phase irregu-
larity from speckle noise is observed in the phase pro-
file along a central cross section shown in Fig. 9(b). By
using a 8 X 3 pixel median filtering window, this type of
phase irregularity is reduced as shown in Fig. 10.

Figure 11 shows a grey level version of an unwrapped
phase distribution and its profile along a central cross
section. Inthe unwrapped phase distribution, a tilted
phase term due to optical misalignment or a back-
ground phase is compensated by using a least-squares-
estimation method. A 3-D plot of the unwrapped
phase distribution is shown in Fig. 12.
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Fig. 9. Calculated phase distribution: (a) wrapped phase and (b)
its profile along a central cross section.
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Fig. 10. Result of median window filtering of phase distribution
shown in Fig. 9.

To evaluate the measurement noise or the accuracy
limit of the measurement, variance of the calculated
phase data is estimated. Figure 13 shows the phase
profiles for evaluation of measurement noise. The
phase profile (a) in Fig. 13 is an unfiltered phase ob-
tained by unwrapping the profile shown in Fig. 9(b).
Median filtering of the phase profile (a) gives the phase
profile (b), which corresponds to Fig. 11(b). The
phase profile (c) is the result of twice-applied median
filtering of the phase profile (b). The noise levels or
accuracy limits (a), (b), and (c) are estimated to be
1/50, 1/60, and 1/70 fringe spacing, respectively.

Fig. 11.
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(a) Unwrapped phase distribution and (b) its profile along
a central cross section.
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Fig.12. Three-dimensional plot of the phase distribution shown in-

Fig. 11.

6w

Phase

(a)

(b)

(c)

B

>

Position

Fig. 13. Phase profiles in linear parts of Figs. 9(b) and 10(b).
Evaluated phase variances are 1/50 and 1/70 fringes, respectively.

In the phase amplification case, higher diffraction
orders are used to make interference fringes. If the
plus first order and the minus first order in reconstruc-
tion are used, the phase of the interferogram is magni-
fied by a factor of 2.
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V. Concluding Remarks

We have described the importance of the phase-
sensitive detection method in the electron holographic
microscope. The fringe scanning phase-detection
technique is applied to a phase-amplified holographic
fringe pattern recorded with magnetic field distribu-
tion. In the present experiment the measurement
accuracy is from about 1/50 to 1/70 fringe, depending
on filtering. This corresponds to a magnetic flux sen-
sitivity of from 6 X 10717 to 8 X 10717 Wh. Using
higher diffraction orders, a noise reduction technique,
and a more stable interferometer, we expect to obtain
much higher accuracy of the present situation. Ac-
cording to theoretical considerations 1/1000-fringe ac-
curacy for the fringe scanning algorithm is expected in
the ideal case.

This paper is based on one presented at the OSA
Topical Meeting on Holography, 31 Mar.—-2 Apr. 1986.
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Books continued from page 376

Physics of New Laser Sources. Edited by N. ABRAHAM, F.
ARECCHI, A. MOORADIAN, and A. SONA. Plenum Press, New
York, 1986. 460 pp. $75.00.

This book is a collection of articles based on the lectures and
seminars presented at the NATO Advanced Study group of the
Europhysics School of Quantum Electronics which was held at Cen-
tro I Cappuccini, San Miniato, Tuscany, 11-21 July 1984. The
subject matter of the articles provides updated information for
young researchers and advanced graduate students who are already
engaged in the area of lasers or for those wishing to enter this area.
The topics covered are also likely to be of interest to both scientists
from industrial laboratories as well those in the academic community.

Abraham, Arecchi, Mooradian, and Sona assembled at the meet-
ing some of the world’s pioneers in the laser field to lecture on the
developments of new laser sources currently available up to 1984.
The topics reviewed in this book are excimer, alexandrite, dye, pulse
compression, semiconductor, and C3 lasers, free electron lasers, syn-
chrotron radiation, and Er lasers to name a few. Articles on phase
conjugation and stimulated Raman scattering are also present.
Two important laser sources not covered in the text in any great
depth are other tunable solid-state lasers based on Cr*, V*, and Ti*
ions and the supercontinuum laser.

This book can help serve as a reference for the end laser user
community who needs to be informed about the state of the art of the
future laser generation and how to explore uses of these new laser
sources in future applications.

R. R. ALFANO

Laser Processing and Diagnostics: Proceedings of an Inter-
national Conference. Edited by D. BAUERLE Springer-Verlag,
New York, 1984. 551 pp. $34.00.

Laser Processing and Diagnostics is the proceedings of an inter-
national conference held in Linz, Austria, 15~19 July 1984. This
interdisciplinary conference was devoted to fundamental aspects
and applications of laser processing. The invited and contributed
papers contained in the proceedings volume are compiled into five
separate complementary chapters on topics ranging from basic stud-
ies of photophysical and photochemical processes at surfaces to
photo-assisted semiconductor processing and laser diagnostics of
gas phase and surface processes. The primary emphasis of the book
is in the area of laser processing of electronic materials. The papers
are generally well written, and the editor has organized them into a
coherent and logical format. Also, an extensive subject index has
been compiled; this is a valuable addition that is often lacking in
conference proceedings.

The first chapter is devoted to fundamental aspects of the interac-
tion between laser radiation and solid surfaces and applications of
transient heating methods for processing of electronic materials.
The chapter contains fifteen papers which address issues relating to
laser-induced phase transformations in Si, Ge, Te, GaAs, CdTe,
InSb, Si-on-insulator structures and metals. Since such a wide
variety of materials is treated, details concerning laser—solid interac-
tions in any single system are necessarily limited. Nevertheless, the
chapter provides a good introduction to laser annealing and tran-
sient processing and offers an informative survey of work in this
field. ‘

The emphasis of the second chapter is on the photophysics and
photochemistry of gas-surface interactions. Although this is arela-

continued on page 409
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The sensitivity for electron-phase measurement in electron holography has been improved to
better than 277/100 by the application of digital interferometry at the optical reconstruction
stage. This enables quantitative measurement of magnetic flux as small as

(1/100) (h /e) ( = 4.1 X 10~ "7 Wb), hitherto undetectable, with high spatial resolution. With
this technique, we have observed the distribution of leakage magnetic field from a thin cross
section of a perpendicularly magnetized recording film (cobalt-chromium) with a recording

density as high as 300 kFCI (85 nm bit length), the highest density ever directly observed.

. INTRODUCTION

Electron holography' enables explicit measurement of
the phase distribution of electron wave functions as well as
their amplitude. This differentiates electron holography
from conventional electron microscopy in which only the
amplitude of the wave function is recorded. Since the phase
of an electron wave is affected by electromagnetic, scalar,
and vector potentials,” the electric and magnetic fields can be
determined from the measured phase data. In this study we
analyzed magnetic fields leaking from the surface of perpen-
dicularly magnetized recording cobalt-chromium (CoCr)
films developed for information storage media with high re-
cording density in magnetic recording systems.

At the first stage of electron holography, the three-di-
mensional (3D) form of the wavefront, i.e., the equiphase
surface of the electron wave transmitted through the investi-
gated region, is recorded as an interference pattern called a
hologram by overlapping a reference wave onto the trans-
mitted wave in an electron microscope. Next, a similar wave-
front is optically reconstructed by illuminating the holo-
gram with a laser beam. Various laser interferometry
techniques can then be applied at the reconstruction stage to
analyze the wavefront with high accuracy and sensitivity.
Longitudinally reversed shearing interferometry was adopt-
ed to remake a twice phase-difference-amplified hologram.?
Higher-order diffracted beams from a phase hologram were
used to obtain a phase-difference amplified wavefront.* By
making conjugated higher-order diffracted beams interfere
with each other using two coherent illuminating beams, the
3D form of the wavefront is visualized as a highly amplified
contour map. The degree of phase-difference amplification
hitherto obtained using these techniques ranged up to ap-
proximately 30.° In other words, contour fringes can be
drawn at every 277/30 phase interval in the interference mi-
crograph. For magnetic fields, these contour fringes show
magnetic flux lines in units of (1/30) (4 /e), because one
contour fringe interval without phase-difference amplifica-
tion corresponds to a magnetic flux flow of k/e
( =4.1x107"° Wb, where # is Planck’s constant and e is
electron charge) according to Aharonov and Bohm.>® In
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this way the magnetic field distribution can be quantitatively
measured by counting the number of contour fringes.

This sensitivity, however, is insufficient for quantitative
analysis of very small amounts of magnetic flux such as in
high-density magnetic recordings. For this reason we have
adopted “fringe scanning interferometry” using digital im-
age processing techniques at the optical reconstruction
stage.” This allows us to more precisely obtain subfringe in-
formation recorded in the interference pattern.

CoCr thin films have been intensively investigated as
suitable media for perpendicular magnetic recording
(PMR)?® with high recording density. Theoretical studies on
the recording mechanism have been carried out using com-
puter simulations.”'® Several reports have also been present-
ed on attempts to experimentally observe recorded magneti-
zation configurations using Lorentz microscopy,'! the Bitter
method,'*'* and the colloid scanning electron microscopy
(SEM) method.'* Although these methods reveal the mag-
netization configuration in recorded media, they have insuf-
ficient sensitivity and spatial resolution for quantitative
analysis of high recording density PMR. The intensity of the
leakage magnetic field from the surface of the PMR film
with recording densities up to 100 kFCI (kilo flux change
per inch) was measured using electron holography.'>'® In
this present paper the stray field from the 300-kFCI PMR
film is analyzed more quantitatively. This is the highest re-
cording density ever directly observed.

lIl. EXPERIMENTAL PROCEDURES

The Co-20 wt.% Cr alloy film (200 nm in thickness)
was deposited on a Ge layer by electron beam heating in a
vacuum of 10~ *Pa."® As shown in Fig. 1, the magnetizations
digitally recorded on the CoCr film in contact with a ring-
type magnetic head are antiparallel bit by bit, the bit length
being 85 nm (300 kFCI). The gap length and track width of
the magnetic head were 0.25 and 70 um, respectively. The
saturation magnetization of the CoCr film was 250 kA/m.
The recording was performed with all 1’s non-return-zero
(NRZ) signal. The Ge substrate layer promotes preferential
c-axis orientation of the CoCr film.!” Magnetic fields leak

© 1989 American Institute of Physics 2000
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FIG. 1. Schematic illustration for sample preparation. Digital magnetic re-
cording on a CoCr film is performed in a perpendicular magnetization mode
in contact with a ring-type magnetic head. The bit length is 85 nm, which
corresponds to a recording density of 300 kFCI. The medium is then sliced
by a microtome for electron microscopic observation.

Specimen Slice

from the surface of the film covered with an inorganic pro-
tective layer (15 nm thickness). These stray fields are read
out by a magnetic head in magnetic recording systems. The
film was then sliced with a microtome to approximately 100
nm thick for microscopic observation. An electron wave illu-
minated the sample in an electron microscope from the di-
rection indicated by the arrow in Fig. 2. Although the inci-
dent electron wave could not penetrate the film because of
the insufficient acceleration voltage (100 kV) of the electron
microscope used in this experiment, the wave passing
through the leakage field in the empty space near the top
edge of the sliced film was utilized to form holograms. The
wavefront of the incident wave, which is plane, is deformed
by the leakage field during passing through it, as shown sche-
matically in the figure. Off-axis holograms are formed by
making the transmitted electron wave interfere with a refer-

Incident Wave

Recorded l
Magnetization|

Reference
Wave |

Transmitted
Wave

FIG. 2. The electron wavefront is deformed by the leakage magnetic field
from the top edge of the recorded CoCr sliced film. The three-dimensional
form of the transmitted wavefront is recorded on an electron microscope
film as a hologram by overlapping a reference wave in an electron micro-
scope.
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FIG. 3. Electron-optical system for electron holography. Using a coherent
electron wave emitted from a cold field-emission electron gun, an off-axis
hologram is made by a Méllenstedt-type electron biprism.

ence plane wave. The hologram thus obtained contains all
information of the transmitted wave, its phase and ampli-
tude.

The electron optics in the microscope is shown schema-
tically in Fig. 3. The microscope employed was a HU-12A-
type Hitachi transmission electron microscope devised for
electron holography with a field-emission electron gun and a
Mollenstedt-type electron biprism.'® The electron wave
passing through the far left region, ~ 300 nm from the inves-
tigated field at the specimen plane, is utilized as a reference
wave. The fringing field extends virtually, decaying expon-
entially from the PMR film edge, into the reference wave
area at the specimen plane. But the reference wave is regard-
ed as a plane wave because the phase change caused by the
fringing field in the reference wave area is less than 27/1000,
which is much smaller than the experimental precision.
Moreover, since the divergence angle of the illuminating
electron beam is 1< 10~ ® rad, the incident wave is also re-
garded as a plane wave with 277/1000 accuracy. An image
hologram with magnification of 6000 is obtained by applying
a positive voltage (~ 20 V) to the central thin wire of the
electron biprism. The hologram was recorded on FG elec-
tron microscope films. The hologram width and its carrier
fringe spacing were set to be 4 mm and 70-150 ym on the
film or 600 nm and 10-20 nm at the specimen plane, respec-
tively.

At the first half of the optical reconstruction stage, the
techniques previously developed for phase-difference ampli-
fication as described in the previous section were adopted. A
reversal hologram was made on a Sakura high-resolution
plate from the original one by contact printing to enhance
the contrast of the recorded frings. He-Ne laser beams irra-
diated onto the reversal hologram on an optical bench are
diffracted by its carrier fringes, and some diffracted waves
emerge as well as the transmitted wave (see Fig. 2 in Ref. 3).
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Only the + first-order diffracted waves are selected with a
diffraction lens and an aperture, and interfered with each
other to form a twice-phase-difference amplified hologram.
This hologram was recorded on Kodak High-Speed Holo-
graphic Plate 131 and bleached to obtain a phase hologram.
Next, in a Twyman—-Green-type interferometer as shown in
Fig. 4, the + N th diffracted laser beams from the phase ho-
logram interfere with each other to form a 4N times phase-
difference-amplified interference image. The interference
fringes in this image are contour lines of the wavefront, or
equiphase lines of 27/4.V interval. In this experiment, inter-
ference images were made with 16-times phase-difference
amplification using the + fourth-order diffracted light
waves.

At the latter half of the optical reconstruction stage,
fringe scanning interferometry was employed. Stepwise
movement of the mirror A of the interferometer, driven by a
piezoelectric transducer (PZT), causes a fringe shift in the
4N-times phase-difference-amplified interference image.
Images at four different mirror positions, of which position
intervalis A /8 (A is the wavelength of the He-Nelaser), were
synchronously stored through a TV camera (512 < 512 pix-
els) in a HIDIC-IP Hitachi image processing minicom-
puter. The phase value at each pixel on the image was calcu-
lated from the brightness values at the same pixel in the four
images, and the original electron wavefront is numerically
reconstructed.” The pixel on the image in this experiment
corresponded to 2 0.9 nm square. From this phase data, mag-
netic flux lines in arbitrary units and field vector components
were calculated.

Il. RESULTS AND DISCUSSIONS

The numerically reconstructed wavefront of the elec-
tron wave passing near the top edge of the CoCr recording
film slice is shown in Fig. 5. Since the sign of the phase shift,
i.e., retardation or advance in wave propagation, is automat-
ically determined in fringe scanning interferometry, the 3D
form of the wavefront can be completely reconstructed. The
deformation of the wavefront decreases with increased dis-
tance from the film edge. A phase shift smaller than 27/10

EN-th
Diffracted

Mirror B

Aperture
Lens A

Hologram .
Lens B

=%

t cshirt

Mirror A

HIDIC-IP

FIG. 4. Optical reconstruction setup with fringe scanning interferometry. A
minicomputer HIDIC-IP controls the movable mirror A through a piezoe-
lectric transducer (PZT) and processes reconstructed interference images
taken in through a TV camera.
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100 nm

FIG. 5. A bird’s-eye view of the numerically reconstructed wavefront of the
electron wave passed through the leakage magnetic field from the CoCr
film.

rads is successfully detected at a high signal-to-noise (S/N)
ratio. If the magnetic field generated by the recording head
reached the bottom of the CoCr layer at the digital recording
process and the layer was wholly magnetized to the bottom,
the straying field from the bottom edge as well as from the
front edge of the sliced CoCr film had been expected to be
detected. But wavefront deformation by the field straying
from the bottom edge was not observed within the present
experimental precision, implying that the recorded magneti-
zation in the film does not penetrate to the bottom.

The contour lines of this wavefront was next calculated
to obtain an interference micrograph. Figure 6(a) shows the
result in a contour map of 27/70-phase interval. The lines
are also magnetic flux lines in units of
(1/70) (A /e)( = 5.9 10~ "7 Wb). In the figure, the record-
ing film is shadowed because the electron wave could not
pass through the film and no phase information from this

100{/\
-100 100nm

I3

Hy (kA/m)

FIG. 6. Leakage magnetic field in the empty vacuum near the CoCr sliced
film edge. (a) Interference micrograph with a 70-times phase-difference
amplification, calculated from the measured phase data. The shadowed
lower half of the figure is the recording medium and the upper, a vacuum.
One fringe interval corresponds to a phase shift of 27/70 or magnetic flux of
(1/70) (A /e). (b) Perpendicular component of the leakage magnetic field
vector is displayed in a grey scale image. White means positive (upward
vector) and black means negative (downward). The degree of brightness
indicates the absolute value of the component. (c) The line profile along 4-
Ain (b).
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area was obtained. The roughness of the film edge seems to
have been caused partly by slicing the sample. The magnetic
flux is clearly observed to flow out from a bit region and into
the neighboring both sides of the 85-nm-length bit. A flux of
(0.14 +0.02) (2 /e) per bit emerges. The leakage field
spreads approximately 70 nm from the film surface (or 85
nm from the CoCr surface), indicating that the magnetic
head must be taken down to 70 nm close to the recording
medium surface in order to read out the recorded informa-
tion in a magnetic recording system.

The magnetic field vector component was calculated
from the measured phase data. The phase difference between
two arbitrary electron wave trajectories is described follow-
ing Aharonov and Bohm” as

A:—ijB-dS, 1
¢ ; (1)

where B is magnetic flux density. The integral is performed
over the surface enclosed by the two trajectories: one is that
of the reference wave and the other the wave transmitted
through the investigated field. Since the electron wave pro-
pagates along the z axis (see Fig. 2) and the surface element
vector d S is perpendicular to the z axis, Eq. (1) leads to

d(AP) e

_axg—: _?#OJHy i 2

JEh)paye. fH d 3
ay ﬁnuO x Z, ( )

where p, is the permeability of vacuum. We obtain only the
projection of the field vector onto the observation plane.
Since the field is not uniform along the z direction, we must
assume that H, and H, are constant at the PMR film edge
(0 <z < D) and zero elsewhere in order to calculate the field
vector component from the phase distribution. The validity
of this assumption becomes worse with increased distance in
the y direction from the PMR film edge.

Figure 6(b) shows the perpendicular component of the
leakage field H, in a grey scale image. White means positive
(upward vector) and black means negative (downward),
and the degree of brightness indicates the absolute value of
the component. The leakage field vector is clearly seen to
turn over bit by bit. Numerical values along line 4-4 in Fig.
6(b) are shown in Fig. 6(c). The perpendicular component
of the leakage field varies sinusoidally with approximately
100 kA /m peak height. The field direction does not change
so abruptly at the bit boundary. The error caused by the
assumption above mentioned is estimated to be approxi-
mately 15% from computer simulation.

The calculated stray field, using a simple magnetization
model inside the medium in which an ideal step change in the
recorded magnetization and no demagnetization effect were
assumed, was qualitatively in accordance with this experi-
mental result. This contrasts with perpendicular magnetic
recording with lower recording density, in which the steplike
change in magnetization direction with reduction of
strength at the bit center due to demagnetization effect has
been observed with a Hall probe.”” It can be concluded,
therefore, that the demagnetization effect is negligibly small
in the 300-kFCI PMR from the stray field analysis. A more
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FIG. 7. Interference micrographs with phase-difference amplifications of
(a) 2, (b) 10, (c) 30, (d) 60, and (e) 100 times, respectively, calculated
from the same measured phase data. One fringe interval corresponds to a
magnetic flux of (a) 1/2, (b) 1/10, (¢) 1/30, (d)1/60, and (e) 1/100 of
h /e, respectively.

realistic magnetization model which includes a finite transi-
tion width at the bit boundary and complex magnetic do-
main structures in the film will be necessary for quantitative
discussion.

In this way, digital image processing techniques enabled
the magnetic field to be displayed in a field vector compo-
nent distribution, which should be contrasted with the pre-
vious method in which only the magnetic flux flow was dis-
played. This also made it possible to estimate the internal
magnetization configuration in the medium from the stray
field analysis.

Figure 7 shows interference micrographs with phase-
difference amplifications of (a) 2, (b) 10, (c) 30:<, (d)
60, (e) 100, respectively, calculated from the same
measured phase data. Once the phase value at every point in
the image is obtained, magnetic flux lines can be drawn in
arbitrary units. More detailed information on magnetic flux
distribution can be obtained with higher phase-difference
amplification. In Fig. 7(e), a magnetic flux as small as
(1/100) (& /e) is successfully visualized with high spatial
resolution. Phase sensitivity, hitherto obtained only using
the previous techniques, was as low as that of Fig. 7(c).
Fringe scanning interferometry has improved the detection
sensitivity for magnetic flux approximately 3 . Fringe fluc-
tuations in the micrographs seem to be due to granular noise
in the hologram, speckle noise, and Fresnel diffraction effect
from the central filament of the electron biprism. Phase mea-
surement error in fringe scanning interferometry is caused
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mainly from control error in PZT movement,?® which was
suppressed to less than 27/400 in this experiment.

Since the electron wave passing through the investigat-
ed region experiences the whole field along its trajectory,
only the projection of the 3D field distribution onto the ob-
servation plane can be obtained as mentioned before. There-
fore, electron holography in the present stage has no resolv-
ing power in the wave propagation direction. Deflection of
the electron wave in the field was also neglected in the pres-
ent analysis because of the extreme weakness of the magnetic
field investigated. In general, however, decomposition to the
(x,3,2z) components of the field vector in the form of 3D
distribution from the projected data using the computer
tomographic technique, taking the deflection effect of the
wave trajectory into account, is one of the future subjects.

IV. CONCLUSION

Phase sensitivity in electron holography has been im-
proved to less than 27/100 by fringe scanning interferome-
try at the optical reconstruction stage, combined with phase-
difference amplification techniques. This sensitivity allows
detection of magnetic flux as small as (1/100) (4 /e)
( =4.1X10~ " Wb) with high spatial resolution. With this
technique, recording in perpendicular magnetization mode
with 300 kFCI recording density in a CoCr film has been
confirmed for the first time by direct observation of the stray
field.
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Singly quantized magnetic fluxes in superconducting lead films have been directly observed in the
form of magnetic-flux-line distributions by using an electron-holography technique. Combining this
with the digital-phase-analysis method, we were able to determine the flux quantum 4 /2e for indivi-
dual fluxes with a precision of ~#4 /100e, and analyze the distributions of field-vector components
around the fluxon centers. The internal-field distributions obtained were compared with those cal-
culated from the Ginzburg-Landau equations with use of some models, and an overall agreement
was found between them. We also observed the changes of the magnetic-flux structures of lead thin
films as a function of their thickness. Fluxon pairs were observed in 0.2-um-thick films, which may
correspond to those suggested by Kosterlitz-Thouless theory.

I. INTRODUCTION

An essential character of superconductivity which has
manifested itself in macroscopic quantum state is
magnetic-flux quantization in units of ®,=h /2e (fluxon),
a ratio between two universal constants. An exact mea-
surement of the quantity ®, and analysis of the internal
structure of a fluxon, therefore are of great importance
for basic research on superconductivity.? Fluxons form
a flux-line lattice in type-II superconductors under exter-
nal magnetic fields, and they are forced to move by trans-
port currents. When its electromagnetic driving force
exceeds the fluxon pinning force, the fluxon starts to
move in viscous flow with energy dissipation, resulting in
Ohmic resistance and thus limiting the superconducting
critical current. Investigation of the static and dynamic
behaviors of the fluxons, therefore, play an important
role for basic research as well as for industrial applica-
tions of superconductors.

As reviewed in Sec. II various kinds of experimental
techniques have been employed for the observation of
fluxons since the prediction of Abrikosov. Although,
especially, the methods using electron waves such as
Lorentz microscopy were considered powerful, they have
not yet attained fully satisfactory results, because the ob-
servation had to be carried out near the measurement
limitation from the uncertainty principle, as suggested by
Suzuki and Seeger.’> Only some special techniques of
electron wave interferometry by Boersch et al.* have suc-
ceeded in detection of the fluxon existence in a supercon-
ducting hollow cylinder without microscopic site deter-
mination.

By introducing an electron-holographic technique, on
the other hand, we have recently succeeded to overcome
the measurement limitation for simultaneously obtaining
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high spatial resolution and magnetic-flux sensitivity.’
Singly quantized fluxes emerging on the surface of super-
conducting lead film has been directly imaged in the form
of magnetic-flux lines. The present paper reports the de-
tailed analysis on the internal-field distributions around
the fluxon center by combining the digital-phase-analysis
method® with electron holography. This method allows a
numerical measurement of the phase distribution of elec-
tron waves by the techniques of digital data processing.’
A decomposition of the magnetic-field-vector com-
ponents from the electron phase distribution has become
possible by utilizing the axisymmetry of the fluxon-field
distributions. Then a direct comparison between the ex-
perimental analysis and the results of theoretical calcula-
tion is available. We have numerically calculated the
internal-field distribution around the fluxon center in
terms of the Ginzburg-Landau (GL) equations, using
some models such as the Clem model.® In consequence,
an overall agreement was found between the experimen-
tal and calculated results.

We also observed structure changes in the magnetic-
flux distributions of thin lead films, as a function of their
thickness. Our results on the structural transition from
the type-I to the type-II-state behaviors of lead films were
consistent with those of earlier works.’”'* Fluxon pairs
consisting of two antiparallel fluxons were also observed
in 0.2-um-thick lead films, which may correspond to the
ones suggested in Kosterlitz-Thouless theory.'

In Sec. II we briefly review the earlier works on the
magnetic-flux structures of thin films of type-I supercon-
ducting materials, and the experimental techniques for
their investigations. Section III is devoted to describing
our experimental details and analysis methods supple-
mented with some mathematical expressions. In Sec. IV,
we calculate the internal-field distributions of quantized
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fluxes penetrating through a superconductor by numeri-
cally solving the GL equations using some models. In
particular, the flux spread near the surface of the super-
conductor is evaluated for a comparison with experiment.
Experimental results are shown in Sec. V, and compared
with the calculated results in Sec. VI, and finally summa-
rized in Sec. VII.

II. BACKGROUNDS

It is appropriate for the purpose of electron-
holographic observation to select a superconducting ma-
terial of the low value of the GL parameter k, because the
fluxons in such a material are so fine that the flux density
is high enough to be detectable. From this point of view,
we selected the material lead, of which pure thin films
could be simply prepared. The type-I superconductor
such as lead enters the intermediate state under the mag-
netic field between (1—D)H, and H, (H, is the critical
field; D is the demagnetization factor). In this state, the
macroscopic normal regions (N), through which magnet-
ic fluxes penetrate, appear in the superconducting phase
(S). When the thickness of the specimen along the exter-
nal field becomes thinner, the N /S distribution structure
changes in the way that the N region is divided into
smaller dimension of normal spots. The variation is
based on the change of the thermodynamical free energy
which is composed of the N /S interface energy and the
nonuniform-magnetic-field energy. Both are in counter-
proportional relation with the N-S structure size, whence
its equilibrium size is determined from the minimum en-
ergy condition for given thickness of the superconductor.

The N /S interface energy can be expressed in terms of
the effective GL parameter k. When the specimen thick-
ness becomes as thin as a critical thickness, the « value
approaches 1/v'2 and the normal spot size is in micro-
scopic scale of the penetration depth A, containing the
magnetic flux quantized in units of ®,. This means that
sufficiently thin films of any superconducting materials
can go into type-1I superconducting states with the mixed
state. At the intermediate region of the thickness, the
N /S structures and its corresponding magnetic-flux dis-
tributions show various kinds of patterns; normal spots
(NS) containing macroscopic amounts of fluxes, multiply
quantized fluxes (MQF), and singly quantized fluxes
(SQF).

Tinkham'® has pointed out the possibility of the N /S
structure changes even for type-I superconducting ma-
terials. After this prediction, the magnetic-flux struc-
tures in superconducting films have been theoretically
studied within GL theory in more detail by Guyon
et al.,'7 Pear],'® Maki,'® Lasher,?° and Fetter and Hohen-
berg.?! They mainly discussed the stability of each
magnetic-flux structure and the critical thickness of the
film. According to Lasher,° as the film thickness in-
creases, the MQF line structures are increasingly more
energetically favorable than the SQF structures in the
high-field region. In the MQF structure, individual flux
bundle with several flux quanta can arrange in the lattice
form like Abrikosov’s. With further increase of the film
thickness, normal-state spots with finite diameters appear
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in the superconducting phase and semimacroscopic mul-
tiquanta fluxes penetrate therein. This is Goren’s
normal-spot (NS) model.?> And finally, the laminar
structure is most favorable at the sufficiently thick super-
conductors.

These magnetic-flux structures in thin films of super-
conducting materials have been experimentally observed
in various ways. Direct observations of the SQF static
distributions on lead alloy films were performed by Ess-
man and Trauble,>>»?* and also by Sarma?’ with use of the
modified Bitter method which had been applied for imag-
ing the domain boundaries in ferromagnetic materials.?
This powerful method has been intensively applied for
the investigations of magnetic flux distributions in type-I
and -II superconductors of various thicknesses by Bar-
bee,” Rodewald et al.,'®'%!2 and Dolan and Silcox,!>*
and many other investigators.?’ 3 The transition from
the type-I to type-II-state behavior was also detected by
electrical and magnetic measurements.’! 3% Since re-
ports on this particular subject are too numerous to cite
comprehensively, the reader should consult Ref. 1 in
which is cited additional literature on related work. Ear-
lier results on the magnetic-flux structures in films of
type-I superconductors, e.g., lead, may be summarized in
a phase diagram at a relatively high temperature T
(T'<T,), as sketched in Fig. 1. Although the figure is
only qualitative and should not be taken strictly, it en-
ables us to explain the conditions under which each in-
vestigation is performed, involving the present work. Al-
though most of the earlier works, theoretically and exper-
imentally, were carried out in relatively high-field re-
gions, the present observation covers only very-low-field
regions, just above the Miessner phase, due to the ap-
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FIG. 1. Schematic phase diagram showing various

magnetic-flux structures in a film of a type-I superconducting
materials under the magnetic field perpendicular to the film sur-
face. The structures depend on the film thickness and the ap-
plied magnetic field. M: Meissner state, N: normal state, SQF:
singly quantized flux line structure, MQF: multiply quantized
flux line structure, NS: normal spot structure, L: laminar struc-
ture, SS: superconducting spot structure. H,,, indicates the
thermodynamical critical field of a bulk superconductor. D
denotes the demagnetization factor. Two types of multiply
quantized flux line structures, MQF-A4 and MQF-B, are found
in the present study.
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paratus limitation.

In addition to the Bitter method, various kinds of ex-
perimental techniques have been employed to observe the
magnetic-flux structures in superconductors.!3> They are
summarized in Fig. 2 based on their spatial resolution
and the sensitivity for magnetic flux. It shows rough es-
timations of availability of typical experimental methods.
The shaded area covers the resolution and sensitivity
necessary for observing the mixed state in type-II super-
conductors. The neutron diffraction method®® allows
very quantitative analysis on the flux structures, only
when the flux is well periodically distributed. Electron
microscopic observations such as shadow electron mi-
croscopy,”’ electron interferometry,* and out-of-focus
electron microscopy,*® have not yet obtained enough spa-
tial resolution and flux sensitivity at the same time. As
suggested by Suzuki and Seeger,’ in particular, it is al-
most impossible to observe the internal field distribution
of a single fluxon by out-of-focus electron microscopy be-
cause of the uncertainty principle. Recent observation
using scanning tunneling microscopy>’ reveals a flux-line
lattice, which, however, does not probe the magnetic flux
itself, but rather the electronic-state changes near the
fluxon center at the surface.

Electron holography,5 on the other hand, enables one
to directly observe individual fluxons quantitatively with
high spatial resolution and analyze the internal-field dis-
tribution of an individual fluxon, even though the fluxes
are themselves not periodically distributed. This method
has another advantage in dynamical observation of flux-
ons. Several investigators tried to observe the movement
of the magnetic fluxes in, for instance, lead foils with
transport current by means of the Bitter method?* and
the shadow electron microscopy.*® They have not yet,
however, attained satisfactory results, because the former
technique is lacking in time resolution and the latter is
poor in spatial resolution. In contrast to those tech-
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FIG. 2. Typical experimental methods to observe the flux
structures in superconductors. They are roughly classified in
terms of their spatial resolutions and magnetic-flux resolutions.
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niques, electron holography has sufficiently high tem-
poral and spatial resolution to allow observation of SQF
movements. In this paper, though, we focus our atten-
tion on static observations of fluxons.

Electron holography was invented by Gabor*! in order
to improve the resolution of electron microscopes. In
spite of unsuccessful advances in his original idea, howev-
er, an alternate form of the application of electron holog-
raphy has been successfully developed.*> Direct observa-
tion of very weak magnetic fields with angstrom resolu-
tion has been realized. The principle underlying
electron-holographic observation is the Aharonov-Bohm
effect.*> The phase of electron waves is affected by mag-
netic fields, or more strictly speaking, by the magnetic
vector potential because the waves carry electric
charge.** So we can directly observe the magnetic fields
by electron holography which allows an explicit measure-
ment of the phase distribution of the electron wave func-
tions. This fact differentiates electron holography from
laser holography in which no magnetic information can
be deduced for charge-neutral photons. We have ana-
lyzed the detailed magnetic structures of thin films, fine
particles, and magnetic recording materials.*’ The mag-
netic field distributions are revealed in the form of mag-
netic flux lines in electron holography micrographs (in-
terference micrographs). Since each line in the micro-
graph corresponds to a definite amount of magnetic flux
h /ne (h is Plank’s constant, e is the electric charge of an
electron, and »n is an integer up to about 100), we can
quantitatively analyze the field just by counting the num-
ber of the lines. In this paper, furthermore, a more quan-
titative field analysis is shown by introducing the digital-
phase-analysis method.

III. EXPERIMENTAL PROCEDURES
AND ANALYSIS METHOD

A. Sample preparation

Superconducting lead film of thickness ranging from
0.1 um to several um were fabricated by vacuum deposi-
tion on one side of a tungsten wire of 30 um diameter at
room temperature. We have chosen the film thicknesses
according to the earlier works which report that the tran-
sition of the magnetic-flux structures from the type-I- to
the type-II-state takes place in this range of the thick-
ness.'*3! The tungsten wire surface was made clean and
smooth in advance by direct current heating up to 2300
K in vacuum. The sample is shown in Fig. 3. The lead
film was made up of grains of single crystals, so that spe-
cial attention was paid to preparation of films almost to-
tally free from surface roughness, pinholes, and cracks at
grain boundaries. The critical temperature of the lead
films was measured to be 7.2 K, and the residual resis-
tance ratio Ry, pig k/P7.5 k =50-80 for 0.2-um-thick
films and better for thicker films. The quality of the
prepared films were recognized in same grade with the
specimens in other studies'*3! because of the similar Ry
values.

The Ry value, a measure of the disorder in the film
structure, always corresponds to the effective mean free
path,®
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FIG. 3. Scanning electron micrograph of the observation
sample. The lead film was deposited on one side of a tungsten
wire of 30 um diameter.

I=(Rp—1)—L | (1
P300 K

where the values of pl and p;q g are obtained from the

literature;*® p/ =1.5X 10711 Qcm?, pygo g =21 pQcm.
From the values of R; for our lead films; Rz =50-80 for
the 0.2-um-thick films, we obtain / =360-560 nm.

In the case of sufficiently thin films, on the other hand,
the effective mean free path is limited primarily from
diffuse reflection of the electrons at the sample surfaces.
According to the Fuch’s classical theory of the size
effect,*’

1 1
A +

3 l

8d’ 1. >0.1, (2)
where [, is the mean free path of a bulk specimen of the
same purity and defect content, and d is the film thick-
ness. For the film of d =0.2 um, using the value of /
above obtained, / , should be longer than 1.1 yum estimat-
ed from Eq. (2). This implies that our lead films had
enough high quality and purity so that the mean free
path is not limited by the impurity and defect scatterings,
but primarily by the film thickness.

The wire was fixed on a sample holder with indium-
layer thermal contact. In our electron holography micro-
scope (Fig. 4), the lead film was cooled down to be super-
conducting with fluxons under the magnetic field perpen-
dicular to the film surface. Because the electron beam
could not transmit through the film, we could only ob-
serve the fluxons spreading out into vacuum outside the
film surface, not the fluxons in the film. So we had to
catch the root of the fluxon just above the film surface in
order to investigate the internal field distribution of the
fluxon inside the film. For this reason the film was
curved to ensure the fluxons exit at the extreme edge of
the sample shadow.

But the observed fluxons were not necessarily located
on the extreme edge of the sample shadow. In fact, flux-
ons with different root diameters were observed even on
the same sample. Therefore, we cannot measure the in-
trinsic fluxon diameters with fluxons of broader roots
which do not stand on the extreme edge and are probably
shadowed by the edge. Since, however, it is considered
that the fluxons with the finest roots among the large
number of observed fluxons really exit at the extreme
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edge of the sample shadow, they were used for the
analysis of the inner field distribution around the fluxon
center.

B. Electron-holography microscope

Our microscope was an H-800 type Hitachi transmis-
sion electron microscope devised for electron holography
with a cold field-emission type electron gun and a
Mollenstedt-type electron biprism.*® Its operating volt-
age was 150 kV. It also had a sample cooling stage and
electromagnet pairs to apply the magnetic field perpen-
dicular to the lead film.

The sample-cooling stage depicted in Fig. 5 was set in
the sample chamber of the microscope column and
thermally connected to a liquid helium and nitrogen con-
tainer which was set outside the column. The sample
holder (SH) was introduced from the sample exchange
chamber (EC) through the gate valve (GT) and rapidly
cooled down from room temperature by thermal connec-
tion with the stage. The sample holder, which can be
cooled down to 2.5 K by pumping out the liquid helium
container, is surrounded with two shells for thermal radi-
ation shielding. The intermediate shell (HJ1) was cooled
down to 5 K with liquid helium and the outer (NJ) was
100 K with liquid nitrogen. The sample temperature
could be reversibly set at any points between 2.5 and 20

Incident Electron
‘Wave

= Fl
uxon  Applied
Magnetic Field
Superconductor

Transmitted
‘Wave

Electron
Biprism

Imaging Lens

Hologram

FIG. 4. The electron wave propagation in the electron holog-
raphy microscope. The wavefront is deformed by the fluxons
and divided into two parts, an object wave and a reference wave,
by an electron biprism to form a hologram.
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K with a heater attached to the stage. Annealed silver
flexible foils of 30 um thickness (AF) were used for the
thermal connection of the sample to the refrigerant con-
tainer, and at the same time, for the absorption of the
external mechanical vibrations.

The first electromagnet pair (EM1) produces the trans-
verse magnetic field up to 35 Oe to create the fluxons in
the lead film. Since the field, however, deflects the elec-
tron beam (EB), we need the second (EM2) and third
electromagnet pairs (EM3) to correct the beam path for
microscopic observation. The excitation of the latter two
electromagnets are adjusted according to the first mag-
netic field strength. In this way it became possible to car-
ry out the in-field cooling and the in-field observation, of
which temperature and magnetic field ranges were
2.5-20 K and —35-35 Oe, respectively.

The propagation of electron waves in the microscope is
illustrated in Fig. 4. The illuminating electron wave, em-
itted from the field emission tip, is regarded as a plane
wave ¥;,.=exp{ik,y} (the wave propagates along the y
axis and k, is the wave number of the electron).
Transmitting through the sample region, the wave front
is deformed by the magnetic field; the localized field of a
fluxon causes steep phase change, although the wave
front passing far from the lead film is only inclined
smoothly because of a uniform field. By electron biprism
action, the transmitted wave is divided into two parts, su-

GT
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perimposed, and interfere with each other. Interference
fringes were recorded on a hologram. One of the divided
waves, passed near the lead film surface, becomes an ob-
ject wave which contains the information on the fluxons.
It is expressed as

Yooy =exp{ik,y +ikyx +id(x,2)} , 3)

where ¢(x,z) is the phase shift caused by the fluxons, and
the phase factor exp{ik,x} denotes the beam deflection
in the x direction by the electron biprism, and
k3=k2?+k2 Another wave, passed through the far dis-
tant region, ~6 um from the investigated lead film sur-
face at the specimen plane, acts as a reference wave. It is
expressed as a plane wave

Y s=expiik,y —ik,x} , 4)

because the beam deflection by the biprism occurs in the
symmetrically opposite (—x) direction with the object
wave Eq. (3). The phase distribution of the object wave
¢(x,z) is thus recorded in the form of interference fringe
distributions, an off-axis hologram I, (x,z);

x
T161(%,2) = [P+ el >~ 1+ cOs +¢
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FIG. 5. The sample cooling stage and the electromagnet pairs equipped in the sample chamber of the electron microscope column.
The sample holder (SH) is introduced from the exchange chamber (EC) through the gate valve (GT) into the column. The holder is
set at the observation position by the elevator (EL) and thermally connected to the cooling stage. The stage is connected through a
Cu rod (CR) to a liquid helium (LH) and nitrogen (LN) containers set outside the column. The stage and container are composed of
three shells; the outer shell (NJ) is cooled down to 100 K by the liquid nitrogen, the intermediate shells (HJ1) is 5 K by the liquid heli-
um, and the inner shell (HJ2), which contacts to the sample holder, is 2.5 K by pumping the inner liquid helium container. Thin flex-
ible Ag foils (AF) thermally connect the sample and the refrigerant container, and at the same time, absorb mechanical vibrations.
The first electromagnet pair (EM1) apply the magnetic field perpendicular to the sample lead film. The second (EM2) and the third
(EM3) electromagnet pairs correct the electron beam (EB) path deflected by EM1 for microscopic observation.
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where mM /k, is the carrier fringe spacing in the holo-
gram and M is the magnification of the image. For sim-
plicity we have neglected here the uniform phase shift by
the uniform applied magnetic field.

Strictly speaking, the reference wave is not a plane
wave because the magnetic field modulation by the flux-
ons virtually extends, decaying exponentially from the
film surface, into the reference wave area at the specimen
plane. Since, however, the phase change caused by the
modulation in the reference wave area is estimated to be
less than 7 /200 which is smaller than the experimental
precision, the reference wave can be regarded as plane
and the phase distribution recorded on the hologram is
only the object wave’s. Moreover the divergence angle of
the illuminating electron beam is ~1X 1078 rad so that
the incident wave is also regarded as a plane wave with
7 /500 accuracy.

The sample image was focused by the intermediate
lens, because the objective lens was switched off to
prevent the extra field applying the sample. An image
hologram with magnification M of 1500-2000 was ob-
tained by applying a negative voltage (~ —20 V) to the
central thin wire of the electron biprism. The holograms
were recorded on Kodak 4489 electron microscope films.
The carrier fringes were set to be parallel to the lead film
edge shadow, or perpendicular to the fluxons, in the holo-
gram. The hologram width and its carrier fringe spacing
were set to be 4—10 mm and 60-100 um on the film, or
4-6 um and 30-60 nm at the specimen plane, respective-

ly.
C. Optical reconstruction with digital-phase-analysis method

Although the phase distribution ¢(x,z) of the electron
wave passed through the fluxons is recorded on the holo-
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gram as Eq. (5), we cannot read out the phase informa-
tion directly from it, because the interference fringes in
the hologram are very fine and are not the contour phase
lines. So we utilized a laser interferometer for the optical
reconstruction to visualize the phase distribution as con-
tour phase lines. After developing and fixing the holo-
gram, it was set in a Twyman-Green-type laser inter-
ferometer as shown in Fig. 6. The He-Ne laser beam is
divided into two beams by a beam splitter, and after
reflected by the mirrors 4 and B, each beam irradiates
the hologram. The illuminating laser beams are plane
waves. In addition to the transmitted waves which are
also plane waves, a set of the =first-order diffracted
waves emerge from each illuminating beam, because the
hologram with the carrier fringes acts as a grating. The
diffracted waves have the phase information recorded on
the hologram. Only the +first-order diffracted wave
from the beam reflected by the mirror 4

Y =exp{iKy +i2k,x +i¢(x,z)} (6)

and the —first-order one from another beam reflected by
the mirror B

Y_=exp{iKy —i2k,x —id(x,z)} (7

were selected. Here K,={K?+(2k,)*}'/? corresponds
to the wave number of the laser beam and the
magnification M in Eq. (5) was omitted for simplicity.
They were then adjusted to propagate in the y direction
by inclining the mirrors,

Yo =exp{iKoy +id(x,2)} , ®)
W_,=exp{iKyy —id(x,2)} , 9)
*1st

Diffracted
B

TV
Camera

Aperture
Lens B

FIG. 6. Laser interferometer for the optical reconstruction with the fringe scanning interferometry. The interference micrographs
are stored in a Hitachi image processing computer HIDIC-IP which also control a high voltage (HV) supply to derive a piezoelectric

transducer (PZT).
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and were made to interfere with each other to form an in-
terference micrograph I (x,z);

I(x,2)=|¢ +¥_,|>~1+cos{24(x,2)} . (10)

The carrier fringes are in this way removed, and the in-
terference fringes in this image become contour phase
lines of 7 interval. This is an interference micrograph.

The fringe intensity distribution in the real micrograph
is, however, expressed as

I(x,z)=a(x,z)+b(x,z)cos{2¢(x,z)} , (1n

instead of Eq. (10), because the average fringe intensity
a(x,z) and the fringe contrast b(x,z) are not constant
over the image due to the nonuniformity of the illuminat-
ing laser beams, nonlinearity of the photographic film,
the speckle noise, and others. Although the interference
micrograph Eq. (11) directly shows the phase distribution
¢(x,z) in units of 7, moreover, we cannot measure the
phase distribution with the phase resolution higher than
7. In other words, the phase information between the
neighboring fringes in the interference micrograph can-
not be displayed. To read out the subfringe information
from the hologram with higher accuracy, then, we have
adopted a digital phase analysis method called “fringe
scanning interferometry”*® which utilizes the digital
image-processing technique with a computer. This
method allows the numerical measurement of the phase
distribution of the wave reconstructed from the hologram
and improve the phase measurement precision up to
~/50.

Stepwise movement of the mirror A4 of the interferome-
ter of Fig. 6, driven by a piezoelectric transducer (PZT),
causes a fringe shift in the interference micrograph Eq.
(11) because the relative phase difference between ¢, and
1¥_ changes with the mirror movement. Images at four
different mirror positions, of which position interval is
A/8 (A is the wavelength of the He-Ne laser beam, 6328
A),

26(x,2)+ 2"

I(x,z;n)=a(x,z)+b(x,z)cos (12)

(n =0-3) were synchronously stored through a TV cam-
era (512X512 pixels) in a HIDIC-IP Hitachi image-
processing minicomputer. A pixel corresponds to a ~ 8-
nm-square on the specimen plane. The irradiance at each
pixel in the interference micrograph goes through one cy-
cle of periodic variation with the mirror movement. The
computer determines a best-fit sinusoidal function for the
irradiance versus the amount of phase shift at each pixel
in the micrograph. The phase of the best-fit function is a
direct measure of the investigated wave front. According
to the fringe-scanning phase-detection principle,* sum-
mations with sinusoidal weights

3
C(x,z)= 3, I(x,z;n)cos
n=0

v
4

=I(x,z;0)—1(x,z;2), (13)

3
S(x,z)= 3, I(x,z;n)sin 271
n=0 4
=I(x,z;1)—I(x,z;3), (14)

are calculated from the four images Eq. (12) to extract
the sinusoidal parts of the intensity variation. This
method enables one to separate the phase information
¢(x,z) from the fringe average a (x,z) and contrast b (x,z)
of the interference pattern. The phase of the pixel is then
given by

S(x,z)

C(x,z)
I(x,z;1)—1(x,z;3)
I(x,z;0)—1(x,z;2) °
The calculated arctangent values are wrapped between
+7. The unwrapped phase value gives the correct shape
corresponding to the phase profile. By performing the

above calculation all over the pixels in the image, the
electron wave front is numerically reconstructed.

¢(x,z)=arctan

=arctan (15)

D. Electron phase and magnetic field

We now review the relation between the phase of the
electron wave and the magnetic field for preparing the
analysis of the fluxon fields. The Aharonov-Bohm effect*3
predicts that the magnetic flux ® causes the phase shift
A¢ between the electron wave front elements passing
through either side of the flux (Fig. 7):

D
(h/e) ~

A single flux quantum h /2e(=2.07X10~!> Wb), there-
fore, causes the phase shift of 7. The contour phase lines

Ap=2m

(16)

Incident Electron
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Magnetic Flux &

Transmitted S~
Electron Wave

/
7

~ ~
\\ S~
\%{A\qﬁ\

FIG. 7. The Aharonov-Bohm effect predicts that the phase
shift A¢ of the electron wave transmitted through the magnetic
flux ® is related by A¢g=27D /(h /e).
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in the interference micrograph drawn in units of 7 in the
way previously mentioned directly correspond to the
magnetic flux lines in units of 4 /2e.

It is not only the amount of the flux, but also the inter-
nal field distribution of the flux that we can measure from
the curvature of the transmitted wave front. We set up a
coordinate system as shown in Fig. 8 to give some
mathematical expressions. The z axis is the core axis of
an isolated fluxon, and the region of z <0 is occupied by a
semi-infinite superconductor. The region of z = 0 is vacu-
um and the surface of the superconductor is the plane
z =0. The incident electron wave ;. =exp{ikq,y} comes
from y = — oo along the y axis. Its wave front is parallel
with the (xz) plane and infinitely spreads in the vacuum
z 2 0. Transmitting through the fluxon, the wave gets the
phase shift ¢(x,z) which is expressed by a line integral of
the vector potential A along the path of the wave front
element of interest:

e

o(x,z) 7 pathlA ds . (17)
Taking into the spatial resolution of our observation, we
can neglect the deflection of the path by the fluxon field.
In fact, its deflection angle is ~ 1077 rad and the decrease
of the spatial resolution by this effect in an in-focused
hologram is estimated 0.001 nm. So path 1 is regarded as
a straight line passing through the point (x,0,z) and
parallel to the y axis. In the same way we obtain

b(x +dx,z)=~% Adds (18)
pat

for the neighboring wave front element. Subtracting Eq.
(17) from Eq. (18) we get

o(x +dx,z)—P(x,z)

= 9¢x,2)
ax
__e e .
=—2 [fpamA ds fpath ds (19)

We can regard path 1 and path 2 as the same at y =+,
Eq. (19) is rewritten as

dp(x,z)
dx

where the integral is carried out along the closed path
determined by paths 1 and 2. According to the Stokes
theorem and rot A=B (B is the magnetic flux density
vector),

QD) gy —— £ [Buds, 1)

where the surface integral is performed over the surface
bordered by the closed path. Since the surface element
dS points to the positive direction of the z axis and
|dS|=dx -dy,

3d(x,z) e

dx dx=—2

and consequently

dx=——;—95 A-ds, (20)

dx [ 7 dy B,(x,,2), (22)
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FIG. 8. Coordinate system for analyzing the internal field
distribution around a fluxon center from the measured phase
distribution of the passed electron wave.

—aﬂﬁz-)Z—%f_w dy B,(x,y,z) . (23)

In the same way we get

Mgzﬂz_;. [ dyB,(xp,2) 24

for the field-vector component parallel to the supercon-
ductor surface. In this way, by differentiating the mea-
sured phase distribution of the electron wave, we obtain a
two-dimensional projection of the three-dimensional
magnetic field distribution along the direction of view.
Data processing of the numerically measured phase is
possible with an image processing computer.

On the next step we calculate the field vector com-
ponents B,,B, (or B,) themselves from their projections
Egs. (23) and (24). Since the magnetic field distribution B
of the fluxon and the persistent current j circulating
around the fluxon are axisymmetric with respect to the z
axis, we introduce the cylindrical coordinate (p, ¢,z) (Fig.
8). j has only the ¢ component only in the superconduc-
tor. But B has the z and p components near the super-
conductor surface and in vacuum, although it has only
the z component in the sufficiently inner bulk region of
the superconductor.

We now employ the same algorithm as the reconstruc-
tion of the three-dimensional structure from the electron
microscope image using the Fourier transform.”®° We at
first calculate the Fourier transform F(X,z) of Eq. (23)
with respect to x:

Fx,2)= [ dx OBD) 2mnx

=__%f_°°wdx f_ocwdy Bz(x,y’z)eZm'xX . (25)
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Transforming into  the
B,(x,y,z

cylindrical
)=B,(p,z) (B, is independent of ¢ coordinate)

F(X,z)=— % J :ﬂd(P J. owdp pB,(p,z)e?TPX s - (26)

Taking into account the definition of the nth order Bessel
function

fodeXF(X,z)Jo(ZartX)= Zme

By replacing 7=27X, the right-hand side of Eq. (29) is

e 0 0
5 fo dpfo dnpnB,(p,2)o(pn)Jo(tn) . (30)

Using the identity for the Fourier-Bessel integral theorem
for an arbitrary function f(z)

=J"dpf “dnpnf (p), o), B

Equation (30) is equivalent to —(e /27#)B,(t,z). Conse-
quently Eq. (29) is reduced to
B,(p,z)=—2% 28 [ ax XF(X,2002mpX) . (32)

In the same way, the p component is given as described in
the Appendix by

B,p =2 [ “ax XS (X2, 2mpX),  G3)
where
S(X,Z)Efw dxMeZm‘xX ) (34)
— o0 aZ

By differentiating the measured phase distribution of the
electron wave and taking their Fourier transforms, each
component of the field vector B can be in this way calcu-
lated. In Sec. V we actually calculated the components
from the phase data measured by the fringe scanning in-
terferometry, and then the results are compared with the
field distribution calculated from the Ginzburg-Landau
equations.

IV. MODEL CALCULATIONS OF INTERNAL FIELD
DISTRIBUTIONS

In this section we numerically calculate the internal
field distributions of quantized magnetic fluxes near the
surface of a superconductor. The magnetic-flux distribu-
tion around the fluxon center in the superconductor has
been qualitatively described by the London model®! and
semiquantitatively by the Clem model.® For quantitative
discussions for the field distribution, the GL equations, or
more strictly speaking, the Eilenberger equations®’ de-
rived from the Gor’kov equation, should be solved. But
it needs a huge numerical calculation with a high-speed

coordinate,
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1 2T ;
J — d i(x cospt+ne) , 2
(%) 2m'"fo pe 27)
Equation (26) is rewritten as
F(X, z)——@—ef dppB,(p,z)Jo(2mpX) . (28)

After multiplying X-J,(27¢X) to both sides of Eq. (28),
and integrating with X we get

f dp f dX pXB,(p,2)Jo(2mpX)Jo(27tX) . (29)

computer.

Since we could not observe the fluxons in the supercon-
ductors, but only the fluxons appearing on the supercon-
ductor surface as mentioned so far, the comparison with
theories is not straightforward. For the flux begins to
spread even below the superconductor surface so that the
field distribution around the core axis differs from that in
the inner bulk. Then we numerically solved the GL
equations in the superconductor and the Maxwell equa-
tions in vacuum in order to correctly evaluate the flux
spreading near the surface. Although our experiments
were carried out in the range of low magnetic fields and
low temperatures, in which the GL theory is not applic-
able, we start from the equations often used for phenome-
nological understanding. Since, however, the GL equa-
tions,

2.
ANy 2e p \Il=a\I/—B|\I‘|2‘I1, (35)
" 2m #i
2 2
1 rotrot A=n, — 2 |y2A
Ho m
(36)

where W(r) is the order parameter, A(r) the vector po-
tential, u, the permeability of the vacuum, n; the number
density of the Cooper pairs, a and 3 are the coefficients
calculated from the BCS theory, are nonlinear for the un-
known functions W(r) and A(r), we cannot easily solve
them. So we assumed some functions for W(r) and solved
Eq. (36) only for A(r). Once the vector potential is ob-
tained we can calculate the flux density B(r) and the per-
sistent current density j(r) circulating around the flux:

B(r)=rot A(r) , (37)

j(r)=—l—rotrotA(r) . (38)
Ho

Using the coordinate system shown in Fig. 8, the fluxon
near the surface is described by
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Y(p,p,z)=|W(p,z)|e "¢,
Alp,p,2)=A,(p,2)§ ,

’ (39)
B(p’¢’z)=Bp(P,Z)ﬁ+BZ(p,Z)? ,

P, p,2)=Jo(p,2)9 ,

where p, §, and 2 are the unit vectors for the respective
directions. Equation (36) then has only the ¢ component:

34,p,2) 3 |1 a
—2 4+ | =[pd. (p,z)
a2 % pap[p o(ps2)]
®
—-}\17 Ayp )= 5 (.2 =0, (40

where the magnetic-flux penetration depth
A=(m/2e*uyn,)!”?> and the magnetic-flux quantum
®,=h /2e. And then, from Egs. (37) and (38),

04 (p,z)
— P
B,(p,2)=——2—, (41)
B.p =22 (pd (p,2)} 42)
T opop Y
1 |9B,(p,z) 0B,(p,z)
Jolpyz)=— -
Ho 9z dp
=_ 1 __CDL 2
=== [4,(p2) 2mp |¥(p,@,2)|* . (43)

For the SQF line we adopt the Clem model® for the or-
der parameter:

— P _.-ie (;<0) ,
(P2+§2)1/2

Yilp,#,2)= 1o (250, (44)
where £ is the coherence length which approximately
corresponds to the radius of the fluxon. We assume the z
independence of the order parameter near the supercon-
ductor surface. Equation (40) then becomes the Maxwell
equation in vacuum z >0. Equation (40) with Eq. (44)
was numerically solved by the finite difference method us-
ing the DEQSOL (differential equation solver) program®
with a Hitachi computer HITAC M680H. The area for
solving the equation was a square of p=0-1 um,
z=—0.5-0.5 pm with 200X 200 square meshes (Fig. 9),
and the boundary conditions were

A,=0, because of the symmetry on p=0 ;

P,
LP:—Z;O%, implying B,=0, on p=1 pm ;

_ % p
?  2mA? 400 °

(45)

implying B, =const, on z=0.5 um ;

a4,

az

=0, implying Bp=0, onz=—0.5um .
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The boundary conditions Eq. (45) should be different be-
tween an isolated fluxon and a fluxon in a flux line lattice,
but the calculated internal field distribution around the
fluxon center near the superconductor surface was almost
independent of the boundary conditions and the calcula-
tion area size. Our main interest in the analysis of the ex-
perimental results lies in the internal field distribution at
the flux root just above the superconductor surface.

For numerically solving the GL equation Eq. (40) with
the Clem model Eq. (44), we must estimate the charac-
teristic parameters of our lead films, A and €. In the case
of superconductors characterized by the local field
theory, the weak-field penetration depth A(T,d), which
depends on the temperature T and possibly on the film
thickness d, is given by>*

172
& ]

MT,d)=A,(T) |1+ 22

i (46)

Here, A (T) is the London penetration depth, &, is the
Pippard coherence distance, and / is an effective mean
free path arising from either scattering by impurities or

0.2 [~ vacuum
. NN\ /7 YD)
g0 et S l—— c)
\:} - { N 7 H{(®)
i
0.2} ! <
| superconductor !
f m
-0.4 b (a)
A1 1 1 L1 1 1 1 1 1 1 1 L 1 1 1
By(p) B.(p)
¢ =90nm
| a) A =50nm
400 £ =T6nm
A =63nm

(v)

=

Magnetic-Flux Density (G)

(c) orde{ parameter

T L
1.0 0.8 0.6 0.4 0.2 0 0.2 04 0.6 038 1.0

p (¢ m)

FIG. 9. The magnetic-flux distributions of a fluxon near the
superconductor surface, calculated with the DEQSOL program
using the Ginzburg-Landau equation Eq. (40) combined with
the Clem model equation (44). The curved solid lines are calcu-
lated with the parameters, £=90 nm, A=50 nm, and the curved
dash lines are with £=76, A=63 nm. The upper figure shows
the flux-line distributions. The lower figure shows the profiles
of the field distribution along the lines indicated in the upper
figure. The field-vector components are separately shown.
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the surfaces of the film. Since a real sample, lead, is not,
however, recognized to be quite local, Tinkham’! has
suggested the following modification of Eq. (46) as a suit-
able extrapolation form for A(T,d);

[AL(D] &
[MT,0))? 1

where A(T, ») is the bulk weak-field penetration depth.
We assume the temperature dependence of A’s by the
usual Gorter-Casimir ones, namely, A(£)=A(0)/
(1—t*)'/2, where t =T /T,. Then, Eq. (47) becomes

[MT, )] ! )

172

MT,d)=MT, ) [1+ ) (47)

A0, o0)

A'( T’d): (1_“t4)1/2

Using the values of the effective mean free path ! ob-
tained in Sec. III and [A,(T)?/MT, ©)?]€,=69 nm at
T=4.2 K, A0, )=44 nm,*! we get A (4.2 K, 200
nm)=50-52 nm.

g? the same way, the GL parameter x(7,d) is given
by

[AL(DP &

k(T,d)=«k(T, ) ll-i—

—_— |, (49
[MT, )] 1 )
where
(T )= 2V27H, (T)[MT, )]
e h/2e
2V2 H,(0)[ A0, »)]?
= 2 (50)
(14¢%)h /2e
Here, H_, is the thermodynamical critical field,

H.(0)=803 G, and h/2e=2.07X10"!> Wb, the flux
quantum. We obtain, therefore, «(4.2 K, 200
nm)=0.56-0.59, and consequently, from the relation
&T,d)=MT,d)/«(T,d), we get §&4.2 K, 200
nm)=88-90 nm. These values of the parameters, A and
&, for our lead films are not dissimilar to other re-
ports,'>1* in spite of our unusual substrate for the lead
deposition. We adopt these values hereafter.

The curved solid lines in Fig. 9 show the magnetic-flux
distributions around the fluxon center, calculated from
Egs. (40) and (44) using the parameters £=90 nm, A=50
nm. It shows that the flux begins to spread even below
the superconductor surface. The field distribution in the
inner bulk region of the superconductor coincides with
the original Clem model:

D, Ko[(p?>+EH12/0]
27AE K (E/A) ’

B,(p)= 51)

where K, and K| are the modified Bessel functions. The
result with a wider calculation area (p=0-2.5 um,
z=—0.5-2 um) is utilized for the comparisons with ex-
perimental results in Sec. VI.

The same calculation was performed for comparison
using the literature values for the parameters of a poly-
crystalline thin film of lead,>” £=76 nm, A=63 nm. The
calculated results are shown with curved dash-lines in
Fig. 9. Although the difference between the curved solid

lines (=90 nm, A=50 nm) and the curved dash-lines are
distinguished in the superconductor, it is vanishing in
vacuum with the distance from the superconductor sur-
face. As a matter of course, the flux distribution in vacu-
um reflects less the internal field distribution in the super-
conductor. Since our experiments could catch the flux
distribution only above the superconductor surface, it is
difficult to quantitatively determine the values of the GL
parameters. The calculated results with the both pairs of
parameters are utilized for the comparison with the ex-
perimental results.

For comparison, moreover, the magnetic-flux distribu-
tion is also calculated with an order parameter:

1—exp £ e % (z<0),

_ei]

V. (p,p,z)= 0 (z>0), (52)

instead of the Clem’s one Eq. (44), using £=90 nm, A=50
nm. The calculated results are shown with the curved
dash lines in Fig. 10, indicating that the difference of the
flux distribution between the Clem model and the model
equation (52) is clear only near the fluxon center, and is
vanishing in vacuum.

Magnetic-Flux Density (G)

1 1
1.0 0.8 0.2 0.4 0.6 0.8 1.0

p (p m)

FIG. 10. The magnetic-flux distributions of a fluxon near the
superconductor surface, calculated with the DEQSOL program
using the GL equation Eq. (40). The curved solid lines are cal-
culated with the Clem model Eq. (44), and the curved dash lines
are with a model Eq. (52). Both are calculated with the parame-
ters £=90 nm, A=50 nm. The upper figure shows the flux-line
distributions. The lower figure shows the profiles of the field
distribution along the lines indicated in the upper figure. The
field-vector components are separately shown.
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According to Lasher,” the order parameter ¥, (p) of a
state consisting of MQF (n-flux quanta) is given in terms
of that of the state of SQF ¥ ,(p) as

n
¥, | 5=

Y, (p)= Vo (53)

Then, using the Clem model Eq. (44), the order parame-
ter of the MQF structure is given by

L
V'n

5 172
P 2
n +E ]

e in? (z<0),

Yalp: @)= |9 (;50) . (54

Figure 11 shows the calculated results from Egs. (40) and
(54) for n =1 and 4 using £=90 nm and A=50 nm. The
ordinate, flux density, in the lower figure is normalized
for the flux density of a SQF. The difference of the flux
distributions between the two models can be dis-

— (o) |= rent
—= 1 ¥(p) = {¥:1(§)}*
¢ =90nm
b) A =50nm

400

Magnetic-Flux Density (G)

1.0 0.8 0.2 0.4 06 0.8 1.0

p (1 m)

FIG. 11. The magnetic-flux distributions of a fluxon near the
superconductor surface, calculated with the DEQSOL program
using the GL equation Eq. (40). The curved solid lines are cal-
culated with the Clem model Eq. (44), and the curved dash lines
are with the Laser model Eq. (54). Both are calculated with the
parameters £=90 nm, A=50 nm. The upper figure shows the
flux-line distributions. The lower figure shows the profiles of
the field distribution along the lines indicated in the upper
figure. The field-vector components are separately shown.
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tinguished even in the vacuum above the superconductor
surface.

For the SQF line in a film of thickness d, the flux distri-
bution was calculated by utilizing Clem’s order parame-
ter;

0 (z>0),

Y, (p,@,2)= 0 (—d<z<0), (55)

P -
(p2+§2)1/2
0 (z=—d).

The calculated result using £=90 nm, A=50 nm, from
Eq. (40) with Eq. (55) for d =4A is shown in Fig. 12(b). It
shows that the flux distribution just above the surface of
the film is almost the same as that of the semi-infinite su-
perconductor Fig. 12(a). We therefore utilize the results
calculated for the semi-infinite superconductor for the
comparison with the experimental results in Sec. VI.

Vacuum

CY)

(b)

Vacuum

Vacuum

FIG. 12. The flux (upper figures) and circulating current
(lower figures) distributions of a fluxon penetrating through (a) a
semi-infinite and (b) a thin film of thickness d =4A of supercon-
ductors are calculated with the DEQSOL program using the GL
equation Eq. (40) combined with the Clem models, Egs. (44) and
(55), respectively.
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V. EXPERIMENTAL RESULTS

A. Observations of magnetic-flux structures

After the in-field cooling in which the film was cooled
down from 15 to 4.2 K under the magnetic field of the
fixed strengths, the holograms were taken during apply-
ing the field (in-field observation). We observed three
kinds of magnetic-flux structures in superconducting lead
films, depending on the film thickness and the applied
magnetic field. Figure 13 shows the interference micro-
graphs with 7-phase interval, in which a single interfer-
ence fringe exactly corresponds to a magnetic-flux line of
a single flux quantum 4 /2e. The shadowed areas are the
curved lead films and we can only observe the flux
spreading out into vacuum after penetrating through the
films. The observation areas for a lead film are not neces-
sarily the same under the different applied magnetic
fields.

Although the fluxons were observed in the 0.2-um-
thick film under the 1.0-Oe field, the fluxons did not ap-
pear under the fields below 2.0 Oe for the 1.0-um-thick
film, and below 5.0 Oe for the 1.7-um-thick film. This
fact indicates that the Meissner phase is extended into the
higher field region with increase of the film thickness (see
Fig. 1).

In the case of films of 0.2 um thickness [Figs.
13(a)-13(c)], the fluxes penetrate in the form of the SQF
lines, independent of the applied fields. They are the SQF
structures of Tinkham.!® With an increase of the film
thickness to 1.0 um [Figs. 13(d)-13(f)], flux bundles with
several flux quanta penetrate in the form of thin fila-
ments, and their exits on the surface are pointlike. This
is a MQF structure, which we call “MQF- 4 type” here-
after. In this structure, with the applied magnetic field,
the amount of the flux contained in a single MQF line in-
creases and the number of the MQF lines also increases.
In the case of 1.7 um [Figs. 13(g)-13(i)], moreover, the
flux penetrate in the form of flux bundles, as in the case
of the 1.0-um-thick film. But the diameters of the flux
bundles are much larger than those of the MQF- 4 lines.
We call this structure “MQF-B type” from now on. In
this case, with increase of the field strength, the diameters
of the flux exits on the film surface seem to increase, al-
though the diameters seems to remain unaltered in the
MQF-4 structure in the 1.0-um-thick film. Figure 13
clearly shows three kinds of structures, SQF, MQF-4,
and MQF-B, in the form of the distribution of magnetic
flux lines. The differences between these structures will
be more clearly shown in the detailed analysis of the
internal field distributions around the fluxon center in the
next subsection.

Although the SQF lines tend to arrange in the lattice
form according to Tinkham,'® the observed SQF lines in
the film of 0.2 um seem to arrange at random. This is
thought to be originated from the strong pinning force
caused by the inhomogeneity of the film, the most prom-
inent of which are grain boundaries.!* The arrangement
can also be made random by the creation and annihila-
tion of the vortex-antivortex pairs in the Kosterlitz-
Thouless (KT) region!® just below the superconducting
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transition temperature. KT theory has been extensively
discussed concerning the melting of the flux line lattices
in two-dimensional superconductors.’®>’ The fluxon
pairs observed in Figs. 13(a) and 13(b) may correspond to
the ones predicted in KT theory. The pairs may have
been created when the film was cooled down through the
KT regime, and “frozen” by pinning so that the opposite
fluxons would have not met to annihilate each other. The
polarity of each fluxon is easily distinguished in the in-
terference micrograph. Unless the polarities of the two
fluxons are opposite, the fluxons individually stand up
and fan out, not make a pair. This is one of the unique
features to the electron holographic observation com-
pared with other experimental methods. The pairs were
not observed in the films of 1.0-um and 1.7-um
thicknesses. This is naturally understood because KT
theory is applicable only for the two-dimensional system,
and on the contrary, for this reason, it is suggested that
the observed flux pairs are the ones predicted by KT
theory.

Figure 14(a) shows the interference micrograph of the
SQF line appearing in the 0.2-um-thick film under the
3.7-Oe field, in which a single fringe exactly corresponds
to a single flux quantum. Figure 14(b) is a phase-
difference-amplified interference micrograph*? analyzed
from the same hologram as Fig. 14(a). This micrograph
was obtained by setting the contour phase lines at 7/4
phase intervals, instead of 7 interval in Fig. 14(a), from
the phase data numerically measured by the fringe scan-
ning interferometry. This is called ‘“eight-times
amplified” so that a single fringe corresponds to a mag-
netic flux line of 4 /8e. The total amount of flux and the
detailed flux distribution can be estimated with higher ac-
curacy.

The MQF-4 lines with four flux quanta emerging in
the 1.0-um-thick film under the 5.0-Oe field are shown in
Figs. 15(a), and 15(b) is its eight-times phase-difference-
amplified interference micrograph in which a single
fringe corresponds to a magnetic flux line of 4 /8e. The
flux penetrating through the superconductor looks as fine
as that of the SQF in Fig. 14.

Figure 16 shows the MQF-B lines with four flux quanta
appearing on the 1.7-um-thick film under the field of 12.2
Qe. The root of the flux is much broader than that of the
MQF- 4 line in Fig. 15, while the amounts of the flux are
the same.

In this way, the structural changes from the SQF to the
MQF-4 and the MQF-B structures are clearly and
directly shown in the form of magnetic-flux distributions
in interference micrographs. The changes seem to origi-
nate only from the increase of the film thickness, because,
from the R, measurement, the quality of the films is es-
timated to remain unaltered with the thickness change.

B. Internal field distributions of quantized magnetic fluxes

The phase distributions of the electron waves transmit-
ted through the fluxons were numerically measured and
then the field vector components around the fluxon
centers were decomposed using the digital phase analysis
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FIG. 14. A singly quantized flux (SQF) line appearing in the
0.2-um-thick lead film under the 3.7-Oe field. (a) Interference
micrograph showing the flux lines in units of 4 /2e, and (b) in
units of 4 /8e (an eight-times phase-difference amplified interfer-
ence micrograph). The curved dash lines in (a) and the curved
solid lines in (b) are the flux distribution calculated from the GL
equation Eq. (40) with the Clem model equation (44) using the
parameters £=90 nm, A=150 nm.

method as described in Sec. III.

At first, we analyzed the hologram taken from the 1.0-
pm-thick lead film under the 5.0-Oe field (MQF-A4). Fig-
ure 17(b) shows the line profile of the phase distribution
along the line 4 A4 just above the superconductor surface
in the interference micrograph Fig. 17(a). It shows that
the phase steeply shifts at the flux exits and does not shift
between them. This shows the Aharonov-Bohm effect.

The wave front numerically reconstructed in this way
is three dimensionally displayed in Fig. 18. The near side
of the wave front (z =0) is adjacent to the lead film sur-
face. This wave front is an expected one shown in Fig. 4.
The sudden phase shifts at the flux exits are multiples of
a, and their multiples are the number of fringes in Fig.
17(a). This fact precisely means the flux quantization in
units of 4 /2e. The phase measurement precision in the
fringe scanning interferometry’ corresponds to the flux
resolution of ~ A /100e.

On the next step, the field-vector components were de-
rived from the numerically measured phase distributions
by the data processing method mentioned in Sec. III.
The derivative d¢(x,z)/3x is calculated from the phase
profile Fig. 17(b) and presented in Fig. 17(c). It has peaks
at the flux exits because it is the line integral of the field-
vector component B, normal to the surface along the
electron path as expressed by Eq. (23). In the same way
Fig. 17(d) is the derivative d¢(x,z)/3z which corresponds
to Eq. (24). Using these data, then, the field-vector com-
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FIG. 15. A multiply quantized flux (MQF- A4) line appearing
on the 1.0-um-thick lead film under the 5.0-Oe field. (a) In-
terference micrograph showing the flux lines in units of h /2e
and (b) in units of h/8e (an eight-times phase-difference
amplified interference micrograph). The curved dash-lines in (a)
and the curved solid lines in (b) are the flux distribution calcu-
lated from the GL equation Eq. (40) with the Clem model equa-
tion (44) using the parameters £=90 nm, A =150 nm.

ponents were calculated according to Egs. (25), (32), (33),
and (34). The solid broken lines in Fig. 19 show the re-
sult obtained from the flux bundle with four-flux quanta
appearing at the left end of Fig. 17(a) or Fig. 15. The or-
dinate is normalized for the flux density of a SQF. Elec-
tron holography combined with the digital phase analysis
method in this way enables the quantitative measurement
of the field-vector components near the center of an indi-
vidual flux in terms of the distance from the core axis.

FIG. 16. A multiply quantized flux (MQF-B) line appearing
on the 1.7-um-thick lead film under the 12.2-Oe field. An in-
terference fringe corresponds to the flux quantum 4 /2e. The
curved dash lines shows the flux distribution calculated from
the GL equation Eq. (40) with a model Eq. (59) with R =0.4
pm, £=90 nm, A=>50 nm.
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FIG. 17. Digital phase analysis for the fluxes appearing on
the 1.0-um-thick film under the 5.0-Oe field. (a) Interference
micrograph showing the MQF- 4 structure. (b) Line profile of
the phase distribution along the line 4 A4 just above the super-
conductor surface in the micrograph (a). (c) Its derivative with
x,3¢(x,z)/3x. (d) Its derivative with z,3¢4(x,z) /3z.

The same analysis for the SQF line shown in Fig. 14
was carried out, and its result is shown as the broken
dash lines in Fig. 19. The field distributions of the SQF
and MQF- 4 almost coincide.

We next analyzed the flux of the MQF-B structure in
the 1.7-um-thick film under the 12.2-Oe field. Figure
20(b) is the line profile of the phase distribution along the

FIG. 18. Electron wave front reconstructed by the digital
phase analysis method. The hologram taken from the MQF- 4
structure shown in Fig. 17 was analyzed. The near side of the
wave front (z =0) is adjacent to the lead film surface.
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FIG. 19. Field-vector components, B,(p), normal to the sur-
face, and B,(p), parallel to the surface, around the flux center
just above the superconducting lead film surfaces. The broken
dash lines are for the SQF line shown in Fig. 14. The broken
solid lines are for the MQF-A4 line shown in Fig. 15. The
curved solid lines are the distributions calculated from the GL
equation Eq. (40) with the Clem model equation (44) using the
parameters £=90 nm, A=50 nm. The curved dash lines are the
calculated ones with the parameters £§=76 nm, A=63 nm.

line 4 A just above the superconductor surface in the in-
terference micrograph (a). Since, as in Fig. 17, the phase
shifts at the flux exists are multiples of , it is included
that the fluxes are quantized in units of 4 /2e. But the
phase changes are slower in broader areas compared with
those in Fig. 17, which means the lower flux density in
the MQF-B compared with that of the SQF and MQF- 4
lines. The derivatives 0¢(x,z)/dx and d¢(x,z)/0z were
calculated and shown in Figs. 20(c) and 20(d). We ana-
lyzed the field components of the flux with four-flux
quanta appearing at the left end in this figure. The result
shown in Fig. 21 is apparently different from the ones in
Fig. 19. The B, distribution shows, in particular, the
nearly uniform flux penetration through a semimacro-
scopic normal region.

By introducing the digital phase analysis method, in
this way, we cannot only determine the flux amounts with
much higher accuracy compared with the interference
micrograph observation, but also analyze the internal-
field distributions in three dimensions.

VI. DISCUSSIONS

A. Detection of a single fluxon

The contrast produced by a single fluxon in Lorentz
microscopy have been calculated by several au-
thors>8~°! to find that the position detection of a single
fluxon is near the observation limit from the uncertainty
principle. )

Using the phase difference d ¢ between the two paths 1
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and 2 in Fig. 8, d¢=(3¢/dx)dx, the deflection angle of
the incident electron beam S by the magnetic field of a
single fluxon is given by B=d¢/k,dx, where k, is the y
component of the wave number vector of the incident
electron. The phase difference d¢ is expressed with the
amount of the flux between the two paths d® as
d¢=mwd® /P, [Eq. (16)], where ®y=h /2e. The momen-
tum change of the incident electron beam in the x direc-
tion dp,, on the other hand, is given by dp, =p, 3, where
Dy is the momentum component in the incident direction.
Consequently we get

dp,dx=———. (56)

On the other hand, the spread Ax of the wave packet in
the x direction consisting of plane waves with the
momentum uncertainty dp, is related by

dp, Ax>h , (57)

from the uncertainty principle. Since the spatial resolu-
tion of real observations dx is always dx = Ax, we get

Y>
¥

Phase ¢(z,2)

(arb. units)

9¢(z, z)
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0¢(z, 2)

h . : - : . 2

FIG. 20. Digital phase analysis for the fluxes appearing on
the 1.7-um-thick film under the 12.2-Oe field. (a) Interference
micrograph showing the MQF-B structure. (b) Line profile of
the phase distribution along the line 4 A4 just above the super-
conductor surface in the micrograph (a). (c) Its derivative with
x,0¢(x,z)/9x. (d) Its derivative with z,9¢(x,z) /9z.
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FIG. 21. Field-vector components, B,(p), normal to the sur-
face, and B,(p), parallel to the surface, around the flux center
just above the superconducting lead film surfaces. The broken
solid lines are the flux distribution in the MQF-B line shown in
Fig. 16. The curved solid lines are the distribution calculated
from the GL equation Eq. (40) with a model Eq. (59) with
R =0.4 ym, £=90 nm, A=>50 nm.

therefore, from Egs. (56) and (57),

do

=2. 58
4)02 (58)

This implies that the observation of magnetic fluxes with
spatial resolution of dx needs the flux (change) of order of
®, in the interval of dx. In other words, in the case of
the observation of a single fluxon, its position can be
determined only with the precision of order of its diame-
ter.

The present report, however, shows the observation of
a single fluxon with the flux resolution d ® ~®,/100 and
the spatial resolution dx of approximately one-hundredth
of its diameter. This seems to contradict the uncertainty
principle mentioned above.

A classical picture such as the above discussion on the
connection between the spatial and flux resolutions is not
applicable to the electron holography. The observation
in image-electron holography is carried out essentially in
quantum mechanics. The spatial resolution is not deter-
mined by the wave packet spread in the direction perpen-
dicular to the propagation. In our holography electron
microscope, the electron wave packet widely spread ~ 50
um in the x direction at the specimen plane. Utilizing a
part of the wave packet as an object wave, an in-focused
image is formed with spatial resolution as high as conven-
tional electron microscopes. The remaining part of the
wave packet is utilized as a reference wave. The high
resolution for magnetic fluxes is achieved by interfering
the object wave with the reference one, irrespective of the
spatial resolution of the image. Utilizing the reference
wave in the electron holography, the high resolution for
magnetic fluxes can be obtained without any reduction of
the spatial resolution.

B. Magnetic flux structures of lead films

Now we compare the experimental and calculated re-
sults on the internal field distributions of quantized
fluxes. The curved dash lines in Fig. 14(a) show the flux
distribution calculated from the GL equation Eq. (40)
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with the Clem model Eq. (44) for the SQF line using the
parameters £=90 nm, A=50 nm. The observed and cal-
culated distributions qualitatively agree, implying that we
actually observed the flux exit just on the superconductor
surface. More detailed comparison is possible in Fig.
14(b) with a phase-difference-amplified interference mi-
crograph.*? The calculated distribution (curved solid
lines) considerably agrees, particularly at the flux root
just above the surface.

In the case of the MQF-A line in Fig. 15, the agree-
ment with the calculated distribution with the Clem mod-
el, which is the same as that of the SQF line in Fig. 14, is
also considerable. Since, as shown in Fig. 11, the
difference of the magnetic-flux distribution between the
Clem model Eq. (44) and the Lasher model Eq. (54) for
the MQF lines (n =4) is evident, we can conclude from
our observation that the MQF-A structure is better de-
scribed by Clem’s order parameter for the SQF line than
that of Lasher’s for n-quanta MQF line. Figures 14 and
15 show that the field distributions around the center of
the SQF and MQF- 4 lines are in the same character with
the exception of their flux amounts.

At the region far from the surface in the images of
Figs. 14 and 15, the calculated lines slightly deviate from
the observed ones because of the boundary conditions for
solving the GL equations. Equation (45) does not accu-
rately reflect the real circumstances, which affect the dis-
tributions at the circumference in the images. Experi-
mentally, moreover, the fringe distributions at the region
far from the superconductor surface are apparently
affected by the slight inclination of the mirrors in the op-
tical reconstruction interferometer (Fig. 6). Anyway, our
main interest lies in the internal field distribution at the
flux root just on the surface.

As mentioned in the previous section, the root of the
MQF-B line shown in Fig. 16 seems much broader that
those of the SQF and the MQF- 4 lines. This feature is
qualitatively explained by the Lasher’s order parameter
Eq. (54) for the MQF line as shown in Fig. 11, which,
however, does not give quantitative agreement satisfacto-
rily with the observed MQF-B line. In order to better
simulate the flux distribution of the MQF-B line shown in
Fig. 16, we assume an order parameter

{l_e—(p*R)2/§2}1/2e~inq) (z <0, p>R) ,
0 (z<0,0=p=R),
0 (ZZO) s

Y(p,p,2)=

(59)

instead of Eq. (54). This model implies that a circular
normal region of the radius R appears in the supercon-
ducting phase and the magnetic-flux bundle of n quanta
penetrates therein. The curved dash lines in Fig. 16 show
the flux distribution calculated from the GL equation Eq.
(40) using this model of R =0.4 ym, n =4, £=90 nm,
and A=50 nm. The agreement of the observed pattern is
fairly good, which shows distinct difference from the SQF
and the MQF- 4 lines.

The field-vector components are also compared. The
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curved solid lines and the curved dash lines in Fig. 19
show the calculated distributions with Clem’s order pa-
rameter Eq. (44) using the parameters £=90 nm, A=50
nm, and £=76 nm, A=63 nm, respectively (compare
with the curved lines in Fig. 9). The experimental results
for the SQF (broken dash lines) and the MQF- A (broken
solid lines) are considerably traced by the calculated
curves. The MQF- 4 line, in particular, penetrates in the
form of a filament as fine as the SQF line. We cannot ob-
tain here a definite conclusion which pair of the GL pa-
rameters here adopted in the calculation is more ap-
propriate.

Concerning the MQF-B line, the curved solid lines in
Fig. 21 are calculated with a model Eq. (59), which fairly
well traces the experimental results (broken solid lines).
This field distribution cannot be explained by any curves
in Fig. 9, implying that the broadening of the flux root in
the MQF-B line is intrinsic, not due to the shadowing of
a finer root by the curved lead film edge.

It should be pointed out here that the flux density just
above the normal region on the superconductor surface
in the MQF-B structure is estimated approximately 180
G from Fig. 21, which is much lower than the thermo-
dynamical critical field ~500 G of bulk superconducting
lead at T=4.2 K. The internal field in the normal
domain in a macroscopic intermediate state, on the other
hand, is expected to be approximated by the thermo-
dynamic critical field. This extraordinary reduction of
the flux density in the normal region of the MQF-B struc-
ture is considered to come from the surface and size
effects. As estimated in Sec. IV and observed in Sec. V,
the flux lines rapidly disperse out from the superconduc-
tor surface, and its flux density fairly decreases even near
the center of the normal region compared with that in the
inner bulk region. Since the MQF-B lines, moreover,
have much smaller size in geometry compared with a
macroscopic intermediate state, its characteristics such as
the flux density in the normal region can be different
from that of the intermediate state in a bulk supercon-
ductor. For instance, certain reduction of the critical
field in thin films has been observed.?!"

Another remark remains to be made concerning the
implication of the observed MQF-A4 and MQF-B lines.
They do not directly correspond to the Lasher’s MQF
and the Goren’s NS structures, respectively. They pre-
dicted their structures only applicable at relatively high
field regions, while our observations were carried out un-
der very weak fields, just above the “lower critical field”
(1—D)H, (see Fig. 1). Since the critical value of the GL
parameter k for the transition between type-I and -II be-
haviors in superconducting characteristics is predicted to
be k=1/v'2=0.707 from the original GL theory, the es-
timated values k=0.56-0.59 for our lead films at 7"=4.2
K seem to be considerably small for the transition. De-
tailed investigations, however, have revealed the attrac-
tive interaction among fluxons in a narrow « range near
k=1/V2, called the intermediate-mixed state.?%2>32
Auer and Ullmaier®? observed the transition from type-I
to -II states at x values as small as 0.6 in the range of low
temperature 7/T,.<0.4. The phase diagram in which
type-I and type-II states including the intermediate-
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mixed state are classified in terms of k and T, has been in-
vestigated by many researchers.! Our observed MQF- 4
and MQF-B structures, therefore, may be understood as
some transition characteristics between type-I and -II su-
perconductors. Besides this effect, some additional
features such as the pinning® and surface effects may raise
the variety of magnetic-flux structures like the MQF- 4
and MQF-B lines under low magnetic fields.

VII. SUMMARY

1. We have succeeded to directly image a singly quan-
tized flux emerging on the surface of superconducting
lead films in the form of magnetic-flux line distributions
using the electron holography technique. Combining the
digital phase analysis method, furthermore, the flux
quantum 4 /2e have been determined for individual fluxes
with prediction of ~h /100e. This method has also al-
lowed one to analyze in detail the distributions of the
field-vector components around individual fluxon centers.

2. The fluxon pairs, consisting of two antiparallel flux-
ons, have been observed only in the lead films of 0.2 um
thickness, not in thicker films. These may be the ones
predicted by Kosterlitz-Thouless theory.

3. Under certain restricted observation conditions, i.e.,
under low fields and low temperatures, we have clearly
observed the changes of the magnetic-flux structures of
superconducting lead films with increase of the film
thickness. In addition to the singly quantized flux struc-
ture in the 0.2-um-thick films, two types of the multiply
quantized flux structures have been newly observed in
thicker films.

4. We have numerically solved the Ginzburg-Landau
equations to calculate the field distributions around the
fluxon center near the superconductor surface. Consider-
able agreement between the calculated and the experi-
mental results was obtained. In particular, the internal
field distribution of the MQF-A line appearing in the
1.0-um-thick lead film has been found to be the same as
that of the SQF line in the 0.2-um-thick film.
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APPENDIX: CALCULATING THE B, COMPONENT
FROM THE PHASE DISTRIBUTION

We derive Eq. (33) from Eq. (24) by the similar method
with the case of the B,-component derivation. Trans-
forming into the cylindrical coordinate, Eq. (24) is rewrit-
ten as

Ap(x,z) _
az

%fjowdy B, (p,z)cosg . (A1)

Taking the Fourier transform with respect to x,

S(X,z)=f_°c dx3¢X:2) (a?;,Z)ezmxx

. ” * 2mixX
:2 f_ wdx fﬁwdy BP(P,Z)COS(pe X

_e 27 © 2mipX cosg . A2)
= fo d(pfo dppBP(p,z)coscpe (

The ¢ integral can be performed by taking into account
the definition of the Bessel function Eq. (27):

2mie
#

After multiplying XJ,(27tX) to both sides of Eq. (A3),
and integrating with X, we get

S(X,z)=

fowdppo(p,z)Jl(ZTrpX) . (A3)

(A4)

[
(ie /27rh)Bp(t,z). Consequently Eq. (A4) is reduced to
Eq. (33):

2

B,(p,2)==7= [ “dX XS (X,2)J,27pX) . (A6)
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The magnetic lines of force of a single flux quantum (fluxon) penetrating a superconducting film (Pb)
were observed directly and individually by the electron holography technique using the Aharonov-Bohm
effect. The phase contours of the electron wave not only confirm the quantized flux value k/2e but also
reveal, by phase amplification, internal structure of a single fluxon. With the film thickness 0.5 um,
each fluxon, after penetrating the film, fans out or makes a U shape returning to another point on the
film surface. With thicker films, fluxons form a bundle with a flux amounting to several times k/2e.

PACS numbers: 74.60.Ge, 61.16.Di, 74.70.Be

Many of the fruitful studies of superconductivity dealt
with magnetic effects, such as the Meissner effect, the
magnetic flux quantization,' and the lattice formation of
fluxons in type-II superconductors.? One is naturally led
to attempt observing the structure as well as the dynami-
cal behavior of a single fluxon.

The first observation of fluxons was achieved by Ess-
man and Triuble;? they developed a high-resolution Bit-
ter technique to observe a replica of the distribution of
fine cobalt particles deposited on a type-II superconduc-
tor surface with an electron microscope, verifying
Abrikosov’s prediction? that the fluxons would form a
triangular lattice.

The fluxons were observed also by electron inter-
ferometry utilizing the Aharonov-Bohm effect,* in which
two electron waves get a relative phase shift of = when
their paths enclose a magnetic flux of A/2e, which is
equal to the fluxon value. Lischke® and Wahl® detected
the leakage of the fluxons trapped in a superconducting
tube. Boersch et al.” took a step forward to observe
thermally activated jumps of pinned fluxons from one
pinning center to another. Indeed, it is the merit of this

(a)

(b)

technique that it enables one to see the magnetic field
pattern directly without recourse to its still replica, such
as in the Bitter technique,’ thereby providing a new way
to trace the dynamical behavior of fluxons. So far, how-
ever, the fluxon has been detected merely as a line of
dislocations of parallel interference fringes by half of
their spacing, the line not being sharp enough to permit a
clean determination of the motion, not to mention the
internal structure, of the fluxon. Another type of obser-
vation of a single fluxon has recently been achieved with
scanning tunneling microscopy;® this technique probes
the electronic structure surrounding the fluxon at the su-
perconductor surface, while the Aharonov-Bohm effect
in the above experiments and ours senses the magnetic
field structure.

The present Letter is the first report of our electron-
holographic studies of the fluxons. We have succeeded
in observing the magnetic field structure of a single
fluxon penetrating a superconducting thin film. Recal-
ling that the electron-holographic interferometry® with
n-times phase amplification (see below) produces one
spacing displacement of fringes for a pair of electron

% Vacuum
Pb

; Vacuum
Pb

FIG. 1. Interference micrographs of magnetic fluxes penetrating superconducting Pb films (phase amplification, x2). Film thick-

ness (a) 0.2 um and (b) 1.0 um.
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n——
0.5um
FIG. 2. 16-times phase-amplified interference micrograph

of a single fluxon (film thickness =0.2 um and sample temper-
ature =4.5 K).

paths enclosing a magnetic flux of 4 /ne, we see in Fig. 1
(n=2) (a) isolated single fluxons that have penetrated a
Pb film as thin as 0.2 um, and (b) a bundle of fluxons in
the case of a Pb film of thickness 1 um. A closer look
can be taken of a single fluxon by increasing the magni-
tude n of the phase amplification (Fig. 2, n=16). Fur-
ther discussions will be given below after a brief descrip-
tion of our experimental procedure.

Our superconducting films were fabricated by eva-
porating Pb on one side of a tungsten wire (diameter of
30 um) at room temperature, whose surface was made
clean and smooth in advance by flash heating to 2000 K
with an electric current. A sample is shown in Fig. 3.
The films were made up with grains of single crystals, so
that special attention was paid to preparing films almost
free from surface roughness, pinholes, and cracks on
grain boundaries. The characteristics of the prepared
samples were critical temperature 7. =7.2 K, and resid-
ual resistance ratio p3o0 x/p7.5 x =50-80.

We note that, although Pb is a type-I superconductor,
an applied magnetic field produces penetrating fluxons
such that they are well separated from each other when
the thickness of the Pb film is less than 0.5 um (Ref. 10)
as is the case for Fig. 1(a).

Our experiment consisted of two steps: electron-holo-
gram formation and optical image reconstruction. The
setup for the first step is shown schematically in Fig. 4.
The electron microscope differs from a conventional one
in four respects. First, a 150-kV field-emission gun is
used so that the electron beam may be highly coherent
and well collimated (illumination angle =5x10 ~8 rad).
Second, it is equipped with a newly developed low-tem-
perature stage, which can keep a sample at low tempera-
tures down to 2 K. Third, it has a controllable elec-
tromagnet to apply a magnetic field of 0-100 G on the
sample in a horizontal direction. And fourth, an electron
biprism'! is installed to form an interference pattern be-
tween object and reference beams.

2520

(b)

FIG. 3. Superconducting sample. (a) Scanning electron mi-
crograph; (b) sketch.

In this experiment, we apply a weak magnetic field of
0.2-1.0 G perpendicularly to the sample, and then cool
the sample down to 4.5 K on the low-temperature stage.
One-half of the collimated electron beam illuminates the
sample for the observation of the magnetic fields
penetrating the sample, and the other half acts as the
reference beam. They are led to form an interference
pattern on the image plane by the electron biprism. The
image is formed through the intermediate lens and not
through the usual objective lens, since the latter has to
be turned off so that its magnetic field will not affect the
sample. The image is enlarged 1000-2000 times by elec-
tron lenses and is recorded on film to make a hologram,
of which the spacing and the total number of interfer-
ence fringes are 75 um and 200, respectively.

Optical reconstruction from the hologram using a He-
Ne laser makes interference micrographs. The process is

|
ol
T

Electron
beam

Biprism

Intermediate
lens

Z Hologram

o= —V

FIG. 4. Electron-optical system for hologram formation.
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rather simple; a collimated laser beam illuminates the
electron hologram to produce two diffracted beams, one
carrying a reconstructed image and the other carrying
its conjugate. A Mach-Zehnder-type interferometer
makes these two images overlap to form a twice phase-
amplified interference micrograph, taking advantage of
the fact that two image amplitudes are complex conju-
gate to each other. This micrograph, prepared in the
form of an interferogram, can be used as a twice phase-
amplified hologram to repeat the above process to attain
the higher phase amplification. Experimental details of
the process are described in Ref. 12. An amplified in-
terference micrograph can also be obtained using a digi-
tal image analysis technique. '3

Let us now discuss the interference micrographs thus
obtained for the magnetic fields penetrating the super-
conducting film. Figure 1 shows the twice phase-
amplified contour fringes, which can be directly inter-
preted as projected magnetic lines of force, each repre-
senting a flux of h/2e.'* We note that, although a uni-
form external field is applied to the sample, only the
magnetic fields generated by the current induced in the
superconductor are observed here, because the uniform
field affects equally the object electron beam passing by
the sample and the reference beam passing far away.
The magnetic lines of force are quite different in the two
micrographs, Figs. 1(a) and 1(b), where film thicknesses
are 0.2 and 1.0 um, respectively. In the right half of Fig.
1(a), a magnetic line of force penetrates the film in an
extremely localized region, and then fans out into free
space. Its flux is #/2e and therefore it is identified as a
single fluxon. This identification is confirmed by further
experiments as will be described below.

In addition to such an isolated fluxon, we observed an
antiparallel pair of fluxons connected by a U-shaped line
of force, as shown in the left half of Fig. 1(a). The anti-
parallel pair of fluxons may have been created when the
film was cooled through the Kosterlitz-Thouless regime '
just below T,, the presence of which is expected from the
two-dimensional character of the thin film. The fluxon
oriented against the applied magnetic field may survive
to be observed as long as the field is not too strong and
the pair is pinned by some mechanism so that the two
would not meet to annihilate each other.

We emphasize that the antiparallel pair of fluxons has
never been observed by any method, say, Bitter’s, so far
available, since none of them can tell the polarity of the
magnetic field.

In the micrograph 1(b), magnetic flux penetrates the
film in a bundle of several fluxons. This is a case of a
thicker film, of thickness ~1 um; it is known that the in-
termediate state occurs in a film thicker than 0.5 um,
causing the film to split into normal and superconducting
domains. '°

Internal structure of a fluxon line can be observed in
highly phase-amplified interference micrographs. An ex-

ample is shown in Fig. 2; the amplification ratio n is 16,
and consequently each line of force represents a flux of
h/16e. We note that the number of lines here is 8, and
hence the total flux amounts to #/2e in agreement with
the fluxon value. The diameter (half-width) of the
fluxon at the superconductor surface is determined'®
from this micrograph to be approximately 1500 A, which
value is not inconsistent with the penetration depth
~500 A (Ref. 17) of Pb. In order to extrapolate the
fluxon profile into the superconductor, theoretical calcu-
lations are now in progress. Direct observations of the
fluxons inside are also being planned with a higher-
energy electron beam that can traverse the supercon-
ducting film.

In order to make sure that the magnetic fluxes we ob-
served in the above experiments are due to supercurrents,
we confirmed by the same electron-holographic interfer-
rometry (i) that the fluxes remain frozen even after the
applied magnetic field is removed, and (ii) that the
trapped fluxes disappear completely when the sample
temperature is raised above 7,.

Thus, we have developed a method and observed the
detailed structure of the magnetic field of a single fluxon.
Our expectations are that this method will enable us to
investigate various kinds of previously inaccessible fun-
damental features of superconductors. For example, it
should help in determining the mechanism of anisotropic
superconductivity in high-7, materials, in clarifying the
flux pinning mechanism limiting critical currents, and in
searching for a possible flux quantum different from
h/2e. 1819
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Computer Reconstruction from Electron Holograms and Observation of Fluxon Dynamics

T. Matsuda, A. Fukuhara, T. Yoshida, S. Hasegawa,(") and A. Tonomura
Advanced Research Laboratory, Hitachi, Ltd., Hatoyama, Saitama 350-03, Japan

Q. Ru

Tonomura Electron Wavefront Project, Research Development Corporation of Japan,
c/o Advanced Research Laboratory, Hitachi, Ltd., Hatoyama, Saitama 350-03, Japan
(Received 5 October 1990)

The customary optical reconstruction can be replaced with digital computations to dynamically and
quantitatively observe microscopic magnetic fields. Electron holograms of time-varying fields are first
recorded on videotape. Next, each hologram is reconstructed and phase amplified by computation. In-
terference micrographs are then reedited on the videotape. Using this method, the movement of fluxons
trapped in a thin superconductive film of lead are observed for the first time near the critical tempera-
ture. The fluxon diameters on the surface look thicker when the sample temperature is raised from 5 K.
Fluxons then begin to move near 7 K and finally disappear at the critical temperature 7.2 K.

PACS numbers: 61.16.Di, 74.60.Ge, 74.70.Be

Quantized magnetic flux (fluxon)' plays an important
role in both the fundamental and the practical aspects of
superconductivity. For example, the critical current of a
superconductor depends on fluxon dynamics, i.e., how
fluxons can be fixed at some pinning centers around the
current level. A fluxon is shaped like an extremely thin
thread unobservable even by optical microscopy. In ad-
dition, it has a very small magnetic flux, h/2e
(=2x10"" Whb). For static observation, the Bitter
method? has often been used. Here, magnetic powders
sprinkled on superconductor surfaces and accumulated
at fluxons are observed by electron microscopy. Howev-
er, up to now no methods have been available to dynami-
cally observe fluxons.

Recently, new methods® have been developed for
fluxon observation. From these, we used electron holog-
raphy to directly and quantitatively observe magnetic
lines of force of a single fluxon* based on the Aharonov-
Bohm effect,® without recourse to its static replica.
Thus, this provides us with a new possibility to observe
the dynamical behavior of fluxons.®

Electron holography’ is a two-step imaging process.
An electron interference pattern (hologram) between an
object wave and a reference wave is first recorded in an
electron microscope, and then the object image is recon-
structed by laser-beam illumination onto the hologram.
The exposure time for the recording is determined from
the electron-beam brightness and the sensitivity of the
photographic film. Note that it is at least a few seconds.

In the present experiment, we have attempted to use
dynamic electron holography with video instead of a
photographic system. The experimental arrangement is
shown in Fig. 1. An electron interferogram (hologram)
was formed in a 150-kV field-emission electron micro-
scope® in which a Mollenstedt-type electron biprism®
was installed. The interferogram was dynamically ob-
served with a TV camera (Gatan) and recorded on
videotape. The object magnification ranged from 10000

to 30000 times on a 20-cm monitor display. The video
signal from the tape was digitized and stored in a
memory device with 512 frames (max), and then trans-
ported frame by frame to the Appollo DN 10000 com-
puter.

The electron phase distribution was numerically com-
puted by the computer from the hologram recorded in
each frame by the Fourier transform method,'® and was
displayed as a phase-amplified (2x) contour map'' in
units of half an electron wavelength. Since a magnetic
flux of h/e produces a phase shift of 2z between two
electron waves enclosing the flux, one contour corre-
sponds to the magnetic line of force from a single fluxon,
h/2e.'?

The quality of the resultant contour map was poor
compared with that of conventional maps reconstructed
from holograms recorded on film. This was inevitable
for dynamic observation because the exposure time for
taking an electron hologram was as short as =+ s, and
also because the number of carrier fringes in the holo-
gram was as small as 10-50.

Therefore, to eliminate some deterioration, such as
that due to Fresnel fringes produced from the biprism
wire edges, we made use of the fact that the objects here

Electron microscope

Monitor VTR

Frame
memory 7
device

7] Computer
[©) O [©) O

TV Camera

FIG. 1.
holography.

Experimental arrangement for dynamic electron
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(a) (b)

FIG. 2. Interference micrographs of trapped fluxons (phase
amplification, 2x). (a) Original micrograph. (b) Processed
micrograph.

were magnetic fields; magnetic fields in a vacuum cause
phase distributions with harmonic-function shapes. De-
tails of the numerical reconstruction and the image pro-
cessing will be reported elsewhere. '

An example of a reconstructed contour map is shown
in Fig. 2(a) and a computational improvement of it in
Fig. 2(b). Evidently, the processing removes only noise
and does not introduce any artifacts. Contour fringes
here can be interpreted as magnetic lines of force in
h/2e flux units,'? since the map is phase amplified 2
times. The direction of the flux can be determined from
the corresponding interferogram. One can observe at a
glance how magnetic flux trapped inside a superconduct-
ing Pb film leaks into the vacuum.

An arrangement for fluxon observation is schematical-
ly shown in Fig. 3.* A thin tungsten wire 30 um in di-
ameter was cleaned and smoothed by resistive heating,
and lead, approximately 0.7 um in thickness, was eva-
porated onto one side of it. This sample was first cooled
down to 5 K at the liquid-He low-temperature stage in
the electron microscope. It was confirmed by observing
an electron interferogram on the TV monitor that there
were neither magnetic fields not other disturbances such
as electrostatic fields due to the charging effects. The
sample temperature 7 was raised to around 8 K, just
above the critical temperature 7, =7.2 K for lead, and
then a magnetic field of 0.5-5 G was applied perpendicu-
lar to the lead film. Since the intermediate lens was em-

(a)

Electron Wave

Magnetic
field
e

Coil Superconductor Coil

FIG. 3. Experimental arrangement for observation of fluxon
bundles trapped in a superconductor.

ployed for image focusing and the magnetic objective
lens was not used in this experiment, there was no mag-
netic field component parallel to the film. When the
sample temperature was recooled to 5 K, the magnetic
fluxons were trapped in separately squeezed units, fluxon
bundles,'* by the superconducting lead film. The applied
magnetic field was turned off to avoid even the slightest
movement of the electron interference pattern during the
observation due to the possible drift of the field-coil
current.

The trapped fluxons remained stationary at 5 K as in
our previous static observation.* When the sample tem-
perature was again raised, the diameters of the fluxons
gradually increased. After the fluxons began to move at
T~T,, the produced hologram was recorded on video-
tape for 10-20 min without a break. Since the fluxons
kept still for a period and then suddenly moved, only a
short scene of a few seconds including the flux change
was selected and reconstructed numerically for observa-
tion as magnetic lines of force. The manner of flux
changes was rather spontaneous and various: Fluxons
appeared to move abruptly from one pinning center to
another, to go and return between two pinning centers,
and finally vanish when an antiparallel pair of fluxons at-
tracted each other. When T exceeded T, all trapped
fluxons disappeared.

Figure 4 shows the time variation of the flux shown in
Fig. 2. One may notice two differences from our previ-

©)

FIG. 4. Interference micrographs of fluxons trapped in superconducting lead film (phase amplification, 2x). (a) 1=0s. (b)

t=0.13s. (c) t=1.33s.

458



VOLUME 66, NUMBER 4

PHYSICAL REVIEW LETTERS

28 JANUARY 1991

ous static results* observed at 4.5 K with the magnetic
field on, where the fluxons were in the same direction as
the applied field and had thin necks on the sample sur-
face. In the present case, however, most trapped fluxons
were antiparallel pairs, and did not have thin necks.
Thick necks result from the increase in penetration depth
at T~T,.. Thicker necks may be due to the fact that the
fluxons move into the shadow of the wire, and that the
electron beam cannot pass through their true necks. An-
tiparallel pairs of fluxons may have been produced when
a strongly pinned fluxon attracted an oppositely directed
fluxon from the film edge so as to make the total mag-
netic energy smaller, since fluxons can move at T~T..

Photographs (a)-(c) in Fig. 4 show how the thermally
excited flux behaves: Three fluxons in the upward direc-
tion (shown by arrows in the figure) are trapped in the
center of Fig. 4(a), and three magnetic lines of force
leak into the vacuum. At ¢t =0.13 s, the fluxons shift to
the left corner of Fig. 4(b). It can be seen in the frame
that two upward fluxons and two downward fluxons are
connected by magnetic lines of force. At ¢t =1.33s, only
a single upward fluxon remains, thereby producing a
broad magnetic line. Strictly speaking, since the flux
change is completed after a lapse of 0.03 s, a single
frame interval, the behavior of a specific flux cannot be
followed. It can be followed, however, if the time resolu-
tion becomes high enough to catch transient states be-
tween the two frames before and after the change. Or,
one can follow the flux movement in a wider field of view
even if the resolution is insufficient.

An example of a lower-magnification observation is
shown in Fig. 5. One can see the whole aspect of mag-

FIG. 5. Dynamic observation of fluxons trapped in super-
conducting lead film (phase amplification, 2x). (a) r=0 s.
(b) t=3.43s. (c) 1=3.47s. (d) r=3.50s.

netic lines produced from up and down fluxons trapped
at various locations of the superconductor. The flux dy-
namics can be explained here as follows.

Fluxons remained almost stationary for 3 s in Fig.
5(a) and then suddenly moved within only 0.03-s inter-
vals as seen in the three successive frames (b), (c), and
(d). The U-shaped double magnetic lines in the central
part in Fig. 5(a) hardly change. Here, only the inner
magnetic line shrinks from frame (a) to (b). The U-
shaped magnetic line in the right part changes slightly as
shown in the figure, while the double magnetic lines in
the left part almost disappear within only 0.03 s between
frames (c) and (d), presumably by approaching and
overlapping two antiparallel fluxons. Thermal energy
must have excited the flux and allowed it to move over
the pinning barriers.

In other cases, however, the flux change was faster and
two interferograms (holograms) before and after the
change were doubly exposed in a single frame. The
resultant contour map appears to consist of two regions
having two different flux distributions as shown in Fig. 6.
This map results from the production of a Moiré pattern
of the two interferograms. Planning is now under way
for a new system to resolve such quick fluxon dynamics.

In conclusion, the present technique, electron hologra-
phy combined with video recording and computer recon-
struction, could open the way to dynamic observation of
microscopic magnetic fields. For the first time, fluxon
dynamics were actually observed with a time resolution
as fast as 5 s. In the near future, we will try to observe
fluxon movements through electric-current injection in
the hope that such direct observations will elucidate the
flux-pinning mechanism, especially for high-temperature
superconductors.

We are very grateful to Professor C. N. Yang of the
State University of New York for his helpful discussions.
The authors would like to thank M. Takizawa and K.
Shibata of the Central Research Laboratory, Hitachi,
Ltd. for their kind cooperation in operating the frame

FIG. 6. Interference micrograph of fluxons in transit.
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memory device and the Appollo DN 10000 computer.
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FIG. 2. Interference micrographs of trapped fluxons (phase
amplification, 2x). (a) Original micrograph. (b) Processed
micrograph.



(a) (b) (c)

FIG. 4. Interference micrographs of fluxons trapped in superconducting lead film (phase amplification, 2x). (a) r=0s. (b)
t=0.13s. (c) r=1.33s.
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FIG. 5. Dynamic observation of fluxons trapped in super-
conducting lead film (phase amplification, 2x). (a) r=0s.
(b) 1=3.43s. (c)1=3.47s. (d) r=3.50s.
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Chemical Analysis of Surfaces by Total-Reflection-Angle
X-Ray Spectroscopy in RHEED Experiments (RHEED-TRAXS)
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A new method for chemical analysis of surfaces by total-reflection-angle X-ray spectroscopy in RHEED experiments
(RHEED-TRAXS) has been developed. When the X-ray take-off angle is set to be the critical angle for total reflection of
the characteristic X-ray emitted from the deposited atoms on surfaces, the detection efficiency for the deposit becomes
drastically higher owing to the refraction effect of the X-ray. This enhancement of surface sensitivity is demonstrated
with Ag on Si(111). The smallest detectable amount of Ag is about 0.01 monolayer or less. This sensitivity is comparable

to or higher than that of AES.

For chemical analysis of solids by an electron beam, two
competing processes are of special interest: the genera-
tion of characteristic X-rays, used in X-ray microanalysis
(XMA), and the generation of Auger electrons, used in
Auger electron spectroscopy (AES). Because the escape
depth of Auger electrons from the surface generally
ranges from 5 to 30A," AES is effective for the chemical
analysis of the several atomic layers of a surface. On
the other hand, since the escape depth of X-rays is of the
order of 1 um, for XMA it has long been considered im-
possible to analyze the chemical composition of the last
several atomic layers.

Recently Sewell ef a/.>® and Ino et al.” showed that it
is possible to detect an adsorbate of less than one
monolayer by measuring the characteristic X-rays excited
by the primary electron beam of RHEED (reflection high
energy electron diffraction) during RHEED observa-
tions. This technique is far more sensitive to surfaces
than usual XMA because the glancing angle of the
primary electron beam with respect to the surface is so
small (<5°) that the beam does not penetrate into the
crystal so deeply. Therefore, the region of X-ray emis-
sion is restricted to within several hundred angstroms
below the surface.

The information obtained by this X-ray spectroscopy
is quite affected by the experimental conditions, such as
the energy Eo, the glancing angle 6, and azimuthal angle
¢ of the incident electron beam with respect to the crystal
orientation of the substrate, and the take-off angle 6, of
the emitted X-rays with respect to the surface (Fig. 1). In
this paper we report some experimental results on the 6,-
dependence of the X-ray spectra because they were most
drastically affected by the change of 6,. It has been learn-
ed that the surface sensitivity of this X-ray spectroscopy
becomes more than several score times as high as that of
the one by Ino et al.” when the X-ray take-off angle 6, is
set very small and closely corresponding to the critical
angle for total reflection of the marked characteristic X-

*Present adress: Advanced Research Laboratory, Hitachi Ltd.,
Kokubunji, Tokyo 185

**present adress: Electron Optics Technical and Engineering Divi-
sion, JEOL, Ltd., Akishima, Tokyo 196

ray. Then the surface sensitivity of this X-ray spec-
troscopy, called ‘‘total-reflection-angle X-ray spec-
troscopy in RHEED experiments (RHEED-TRAXS)”’,
becomes comparable to that of AES in general, and
superior to it for the detection of heavier elements on sur-
faces. This enhancement of surface sensitivity around the
total reflection angle in the RHEED-TRAXS can be large-
ly explained by the refraction effect of the emitted X-rays
at the surface.

Figure 1 is a schematic illustration of the usual
RHEED apparatus combined with a Si (Li) solid-state X-
ray detector. The X-rays excited by the primary electron
beam of RHEED pass successively through two
beryllium windows and reach the Si (Li) detector. The
first beryllium window with a 10 mm diameter and 25 um
thick is used to seal the ultrahigh vacuum of the chamber
and the second, 5 mm in diameter and 14 ym thick, to
seal the vacuum of the detector tube in which the Si (Li)
crystal is placed. A narrow slit is put in front of the sec-
ond beryllium window to obtain the resolution of 0.08°
on 6.. The angle between the direction of the incident elec-
tron beam and that of the Si (Li) detector is fixed at 90°
in this experiment. The X-ray take-off angle 6, is varied

M.CA.
PUTER

Si (Lilcrystal
Be window
<

’ QI i S
sample g
i g
RHEED pattern $
I
Fig. 1. Schematic illustration of the apparatus used for total-reflec-
tion-angle X-ray spectroscopy in RHEED experiments (RHEED-

TRAXS).
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by rotating the sample around the X-axis (see Fig. 1).

A mirror polished Si(111) wafer was used as a
substrate and was carefully cleaned by electron bombard-
ment annealing to obtain a distortion-free surface. When
a silicon wafer is heated to 1200°C in a vacuum of the
order of 107'° Torr, a clean and flat surface is usually ob-
tained and a clear RHEED pattern of the 7X 7 structure
appears at room temperature.*® Ag was deposited onto
.- this surface from W-filaments. The deposited film
thickness was monitored by a quartz oscillator.

Figure 2 shows the 6-dependence of the X-ray spectra
taken from a Si (111) surface onto which a 1.0 monolayer
of Ag was deposited at room temperature. The energy of
the primary electron beam was 15 keV and the glancing
angle, 3.7°. The counting time was 120 sec for each
measurement. When 6, is set to be 2.6°, the intensity of
the SiK, line (1.74 keV), which comes from the Si
substrate, is very strong compared with that of AgL,
(2.99 keV) and AglL; (3.15 keV) lines which are emitted
from the deposited Ag atoms. At 8;=0.6°, however, the
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Fig. 2. X-ray spectra of RHEED-TRAXS taken at different take-off
angles of the emitted X-ray from the Si(111) surface after Ag deposi-
tion of 1.0 monolayer. The energy E, and the glancing angle 8, of the
primary electron beam were 15 keV and 3.7°, respectively.
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Fig. 3. Depedences of the absolute intensities (peak heights) of the

characteristic X-rays on the X-ray take-off angle 6,. The spectra were
taken from the clean Si(111) surface after Ag deposition of 1.0
monolayer. Arrows show the critical angles for total reflection of
each characteristic X-ray by silicon.
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AgL, line stands out from the fluctuation of the
background continuous X-ray so clearly that the peak to
background ratio increases about seven times more than
that at #,=2.6°. Hence, one can detect an extremely
small quantity of Ag on the surface with much higher sen-
sitivity at this take-off angle than at §,=2.6°. When 6, is
less than 0.6°, the intensity of AgL, line is comparable to
that of SiK, line and the shape of the continuous X-ray
spectra varies markedly with 6,.

In Fig. 3 the f-dependences of the absolute intensities
(peak heights) of Agl., and SiK, lines are shown. With
the increase of 6,, the intensity of the AgL, line increases
rapidly and takes a maximum value at §,=0.6°, and then
decreases to a smaller constant value. In contrast, the in-
tensity curve of the SiK, line bends sharply at 6,=1.0°
and then gradually increases as 6, becomes larger than
1.0°. The critical angles for total reflection of AgL, (0: ag)
and SiK,, (6.) lines by silicon are calculated on the basis
of a free electron model and are indicated by arrows in
Fig. 3. The AgL, line intensity shows a strong peak, but
the SiK,, line intensity a shoulder at each critical angle for
total reflection.

The 6.-dependence of the relative intensity (peak height
ratio) of AgL, line to SiK, line is shown in Fig. 4. The
relative intensity AglL./SiK, takes a maximum value
around 6,=0.3° and decreases rapidly when 6. becomes
larger than 0.6°. The value of AgL./SiK, at 6,=0.3° is
approximately 25 times as large as that at §,=3.0°, which
nearly corresponds to the experimental condition of the
previous report by Ino et al.” The relative intensity of the
AgL,, line to the SiK, line, which indicates the intensity
ratio of the signal from the topmost layer of the surface
to that from the substrate Si crystal below the Ag film, is
an index of the surface sensitivity of this detection
method. So it can be said that the surface sensitivity
varies with 6; as shown in Fig. 4 and is highest around
6,=0.3°.

The reason the intensities of the characteristic X-rays
emitted from the deposited film and the substrate vary
with the X-ray take-off angle 6, in this way can be explain-
ed as follows. Since the refractive index of materials for
X-rays is slightly less than unity, the X-ray emitted from
the inner bulk refracts at the surface as shown in Fig. 5
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Fig. 4. Relative intensities of the characteristic X-ray (AgL, line)
from the deposit with respect to that (SiK, line) from the substrate
versus the X-ray take-off angle 6,.
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Fig. 5. Refraction effect of the emitted X-rays from the atom in the
surface region. (a) Refraction of X-rays at the surface emitted from a
point in the crystal. (b) The propagative directions of X-rays in the
vacuum side change with the glancing angle 6, in the crystal.
Although the X-ray emitted with a large 6, does not greatly change
the propagative direction, the X-ray propagating with a small 6’
changes its course remarkably. 6, is the critical angle for total reflec-
tion. (c) The flux and the intensity distribution of X-rays emitted
from an atom in the topmost layer.

(a). The take-off angle 8, is slightly larger than the glanc-
ing angle 6" in the crystal. As 8’ approaches zero, 6, ap-
proaches a finite value €., the critical angle for total reflec-
tion as shown in (b); hence, in the region of 6, from 0 to
6., no x-rays would be emitted into the vacuum side.
Therefore, if we ignore the self-absorption effect of X-
rays, the intensity of the detectable X-rays emitted
isotropically from an atom of the inner crystal is (1) zero
for 0< 6, <6, (2) maximum at §,= 6, because the X-ray
flux converges around 6,=86,, and (3) a smaller constant
for 6,> 6.. This intensity distribution along 8, is similar to
that of the AgL, line shown in Fig. 3, except that the in-
tensity of AgL, remains for 0< 6, < 6 a, (0.6°). This ex-
planation of the intensity modulation by the refraction
effect can thus also be applied qualitatively to the X-rays
from the atoms in the topmost layer. The X-ray flux
diverges into the vacuum from an emitting atom in the
topmost layer as shown in (c). The discrepancy between
theory and experiment in the intensity of AgL, line for
0< 6, < 6. may be attributed to the surface roughness, the
absorption effect of X-rays, or the wave mechanical
phenomenon including the distribution of refractive in-
dex at the surface. The features of the intensity curve of
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the AgL, line versus 6, shown in Fig. 3 can be understood
in this way by the refraction effect of the X-ray. Since the
Sik, line is emitted from the region ranging from the sur-
face to the inner bulk crystal, the features of the intensity
curves of SiK, line versus & shown in Fig. 3 can be
understood by integrating the X-ray intensity emitted at
each depth layer, taking into account the absorption
effect of both the primary electron beam and the emitted
X-ray in the material, and the refraction at the surface.

The reason for the enhancement of the surface sensitivi-
ty shown in Fig. 4 is considered to be as follows. The X-
rays, which are emitted from the atoms in the topmost
layer in the direction parallel to the surface, are con-
sidered to propagate through a pass line ‘‘1’’ as shown in
Fig. 5(b). Then, if the X-ray detector is set along the pass
line ““1”’ in Fig. (b), at the critical angle 8. for total reflec-
tion, we can detect the X-rays emitted only from the
atoms near the surface. This preferential detection of on-
ly the surface atoms may be furthered when 6, is set be-
tween 0 and 6. because of the absorption effect of X-rays.
In this condition, furthermore, when the 6. of the
characteristic X-ray from the substrate is larger than that
of the deposit X-ray as in the case of SiK, and AgL,, the
substrate X-ray scarcely reaches the detector. And, since
0. is usually very small, the continuous background X-
rays of the same energy as the marked characteristic line
from the deposit, which come from the deeper bulk, are
weak because of the absorption effect in the sample.
Under these conditions, the S/N ratio (or peak to
background ratio) of the detection of the surface com-
position increases about ten times as high as that of the
previous experiment by Ino ef al.” where 8, was about 3°,
far larger than the critical angle for total reflection (0.6°).
Consequently, the detection sensitivity of Ag atoms on
the Si (111) surface becomes comparable to or higher
than that of AES.

The 6,-dependences of the X-ray spectra can be sum-
marized from two viewpoints, variation of the absolute
intensity of the X-ray from the surface, and variation of
the surface sensitivity (the detection efficiency of the sur-
face composition) as follows. When the X-ray take-off
angle 8, is set to be the critical angle 6., for total reflection
of AgL, line from the deposited Ag atoms, its absolute in-
tensity becomes two or three times as strong as that at
6,> 6., and the detection efficiency for Ag atoms of 1.0
monolayer becomes 25 times as high as that at 6,>6..
This phenomemon was observed also in the case of the
Au/Si(111) system and hence these results can be
generalized.

This X-ray spectroscopy is effective not only for
chemical analysis of the topmost atoms, but also for
chemical analysis of the deeper region from the surface.
That is, if 6, is set to be larger than 4., the X-ray from the
inner bulk becomes detectable and the deeper region of
the sample comes into view by means of X-ray. Thus, by
changing 8, the depth profile of the element distribution
can be determined non-destructively.

Moreover, in this RHEED-TRAXS the chemical com-
position and the periodicity of the atomic arrangement
of the same surface area can be simultaneously examin-
ed. The X-ray spectra can be easily measured during the
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deposition onto the surface or during the desorption
from the surface without interrupting RHEED observa-
tion. These features remarkably contrast this method
with LEED-AES (Low Energy Electron Diffraction-
Auger Electron Spectroscopy). RHEED-TRAXS will
thus be an effective tool for the chemical analysis of solid
surfaces, and especially favorable for MBE (molecular
beam epitaxy) and the analytical electron microscope.
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The Si(111)-Ag system was investigated by a new experimental technique for chemical
analysis of solid surfaces, called total reflection angle X-ray spectroscopy in RHEED experiments
(RHEED-TRAXS). By applying this method to the isothermal condensation and desorption
experiments of Ag atoms, saturation coverages of surface structures and desorption energies of Ag
atoms could be measured. The sticking probability and the desorption rate of Ag atoms can be
directly measured in principle by the RHEED-TRAXS experiment, which is generally difficult by
AES. By comparing the experimental results with those of AES, the features of the X-ray
spectroscopy are discussed

1. Intreduction

In a previous paper [1] it was shown that a spectrum analysis of X-rays
excited by a primary electron beam of RHEED (reflection high energy
electron diffraction) is useful for chemical analysis of solid surfaces. When the
X-ray take-off angle with respect to the surface is set to be around the critical
angle for total reflection of the characteristic X-rays of the surface species, the
detection sensitivity of this method becomes as high as that of Auger electron
spectroscopy (AES), because of the refraction effect of emitted X-rays at the
surface. This technique was termed total reflection angle X-ray spectroscopy in
RHEED experiments or RHEED-TRAXS for short.

A method of chemical analysis of solids by detecting characteristic X-rays
excited with electron beams has been well known as X-ray microanalysis
(XMA). Under the usual XMA condition, the X-rays from several atomic
layers below the surface are swamped by the intense X-rays from the inner
bulk region. But, when the X-rays are measured in the TRAXS condition, the
X-rays from the bulk region cannot reach the detector and only the X-rays
from the surface region can be detected. Moreover, in the RHEED-TRAXS,
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since the primary electron beam irradiates the sample at a grazing angle, the
excitation efficiency of X-rays in surface region becomes much higher than the
usual XMA.

The RHEED-TRAXS and AES are thought to differ from each other in the
nature of the obtained information, which is mainly originated in the differing
sampling region near the surface. Because the escape depth of Auger electrons
is usually about 5 to 30 A from the surface [2], AES is useful for the chemical
analysis of a few surface layers. But the three-dimensional (3D) microcrystals
on the surface are scarcely detected directly by AES experiments. So we can
differentiate the growth modes of the deposited films from the shapes of the
condensation curves. The condensation curve is measured as the change of the
AES signal intensity versus the amount of the deposited atoms. For example,
if the deposited film grows in the Stranski—Krastanov (SK) mode, the con-
densation curve bends sharply at the coverage where the two-dimensional (2D)
phase completes and the 3D phase begins to grow. The gradient of the curve
becomes nearly zero from this point. This can be explained as follows: Auger
electrons that are emitted from the inner atoms of the 3D islands, which are
thicker than the mean free path, cannot be detected. In this way the intensity
of the AES signal is not simply proportional to the amount of the deposited
atoms, and it strongly depends on the growth mode.

On the contrary, since the penetration lengths of the X-rays in matters, of
which the energies are higher than 1 keV, are longer than 1 pm, X-rays from
the inner atoms in the microcrystals on the surface can reach the detector
without considerable attenuation. So when we study the initial stages of the
deposited films, we can estimate that the intensity of the characteristic X-rays
from the deposit is proportional to the number of atoms, independent of the
growth mode. Therefore only by measuring the intensity variation of the
characteristic line in this X-ray spectroscopy, the actual adsorption or desorp-
tion rate of the atoms, which constitute the 3D islands on surfaces, can be
directly measured as well as the atoms in the 2D phases, which is impossible
for AES experiments.

Taking advantage of the features of this X-ray spectroscopy which contrasts
with the LEED (low energy electron diffraction)-AES method, isothermal
condensation and desorption curves have been measured at the Si(111)-Ag
system. The results have been compared with those of AES experiments. The
preliminary experiments in this report show the usefulness of the X-ray
spectroscopy for surface and thin film studies.

The system of metal films on semiconductors is of great technological
interest as well as of scientific interest. In particular the Si(111)-Ag system is .
one of the most extensively studied subjects by various experimental methods
from the viewpoint of epitaxy and surface structure analysis, because this
system is a good example of an abrupt interface, with very limited interdiffu-
sion of the two elements so that its structure analysis may be relatively easy.
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Although the Ag film deposited on the clean Si(111) surface at room tempera-
ture grows in the Frank—van der Merwe mode developing the texture structure
[3], it grows at an elevated substrate temperature in the SK mode [4]. That is,
after the completion of the 3 X 1 and the V3 X V3 (R30°) surface structures as
2D phases, the Ag islands grow epitaxially as a 3D phase on the V3 x V3
structure. The structural models for these 2D phases have been proposed by
several investigators. Especially for the V3 X V3 structure, the proposed
structural models can be classified into three groups on the basis of the
saturation coverage 6, of Ag in this phase: 6,=1/3[5,6], 2/3 [7-13] and 1.0
[14-18] monolayer (ML). At present the possibility of §,=1/3 ML seems to
be contradicted.

From the isothermal condensation and desorption experiments using the
RHEED-TRAXS, the saturation coverages of the Ag in the Si(111)-3 X 1 and
-V3 X3 structures have been estimated to be 1/3 and 1.0 ML, respectively.
The desorption energies of the Ag atoms in the Si(111)-3 X1, V3 X3
structures and 3D crystals of SK mode have been also measured at 69 + 1,
64 + 2 and 34 + 2 kcal /mol, respectively, by directly measuring the desorption
rate of Ag atoms from each phase. The possibility of a direct measurement of
the sticking coefficient of Ag atoms on the Si(111) surface using the RHEED-
TRAXS is suggested.

Section 2 gives a brief description of the experimental set-up and the
sample preparation. Experimental results are reported in section 3, and
discussed and compared with the AES results by LeLay et al. [7] in section 4.

2. Experimental procedure

Fig. 1 is a schematic illustration of the RHEED apparatus combined with a
Si(Li) solid-state X-ray detector system. The RHEED apparatus was described
in detail by Ino [19], and the combined RHEED-TRAXS system in previous
papers [1,20]. The primary electron beam, of which the acceleration voltage is
continuously variable from 5 to 30 keV, is converged by means of a magnetic
lens, resulting in a beam divergence of about 1 X 10" % rad and a beam
diameter of about 0.1 mm at the sample surface. Since the glancing angle §, of
the primary beam can be varied from 1° to 5°, the length of the irradiated
surface area of the sample along the primary beam direction is from 1 to 6
mm. The distance from the sample to the Si(Li) crystal of the detector is
variable in the range from 80 to 130 mm. The angle between the direction of
the primary electron beam and that of the emitted X-rays detected by the
Si(Li) detector was fixed at 90° in this experiment. This arrangement of the
apparatus is the best for the RHEED-TRAXS experiment, because the X-ray
take-off angle #, can be maintained constant against the inclination of the
sample, that is, the rotation of the sample around an axis which is perpendicu-
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Fig. 1. Schematic illustration of the apparatus used for the total reflection angle X-ray spec-
troscopy in RHEED experiments (RHEED-TRAXS), which enables us to measure the X-rays and
to observe the RHEED patterns simultaneously and continuously.

lar to the electron beam and parallel with the sample surface. 8, is the most
important parameter in this method. So the glancing angle 6, of the primary
electron beam and the take-off angle 6, of the detected X-rays can be varied
independently. Before the emitted X-rays reach the Si(Li) crystal, they pass
successively through the beryllium window (10 mm in diameter and 20 pm
thick) for the vacuum seal and through an air layer of about 10 mm thick, and
finally through the second beryllium window (5 mm in diameter and 14 pm
thick) of the detector. Therefore due to the absorption by the two beryllium
windows and the air layer, the detection efficiency of the system for the
X-rays, for energies smaller than about 3 keV, decreases as the photon energy
decreases. In this report we have not corrected the spectra for these absorption
effects, but the results are not seriously influenced by this omission.

The residual gas pressure in the chamber was less than 2 X 107° mmHg
during the operation although the base pressure was less than 5 X 10710
mmHg. A mirror-polished Si(111) surface of a silicon wafer cut from a single
crystal with a resistivity of 18-25 @ cm was used as a substrate for Ag
deposition. Cleaning of the Si(111) substrate surface was performed by heating
above 1200 °C in the chamber by directly passing current through the sample
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strip to obtain a clear RHEED pattern of 7 X 7 structure at room temperature
[19]. A surface temperature higher than 800 ° C was determined by an optical
pyrometer. A temperature lower than 800°C was estimated by extrapolation
on the basis of the relation between the surface temperature and the passing
current, which was confirmed by measurement with a thermocouple and an
infrared thermometer by Ichikawa and Ino [21].

Ag was evaporated from a tungsten filament and the amount deposited was
monitored in-situ by a quartz oscillator during the deposition. The coverage of
Ag is represented in this paper by the ratio § of the number of deposited
atoms to the number of lattice sites (7.83 X 10’ cm~?) in the (111) atomic
plane of the bulk silicon.

3. Experimental results
3.1. RHEED observation

We could observe the following variations of the RHEED pattern simulta-
neously with the X-ray measurement during isothermal condensation spec-
troscopy (ITCS) experiments. As Ag atoms were, at first, slowly deposited
onto the Si(111) surface showing the 7 X 7 structure at room temperature (fig.
2), the background increased and the 7 X7 reflections became weaker in
intensity. At a deposition thickness of about 1 ML, faint broad streaks due to
Ag layers appeared. Fig. 2b shows the RHEED pattern from such surface
covered with 1.5 ML Ag. In this case it is known that the Ag layers are very
thin crystals grown in the Frank-van der Merwe mode. Fig. 2c shows the
RHEED pattern from the surface with 3.0 ML coverage, which indicates the
texture of Ag layers [3,22,23]. We confirmed that patterns such as in fig. 2c
persisted up to at least about 70 ML coverage.

Next, when Ag atoms were slowly deposited onto the Si(111)-7 X 7 surface
at an elevated temperature (~ 440°C), the RHEED patterns varied quite
differently from that at room temperature deposition. With increasing Ag
coverage, the Y3 X V3 superstructure emerged at first in addition to the 7 X 7
structure and gained in intensity as shown in fig. 3a. Around 1 ML of Ag
coverage, the 7 X 7 structure disappeared from the RHEED pattern and only
the V3 X V3 structure was observed (fig. 3b). The pattern remained un-
changed up to about 4 ML coverage. When the substrate temperature during
the deposition of Ag atoms was lower than 290° C, faint spots and streaks due
to Ag crystals appeared in the V3 X V3 pattern after the disappearance of the
7 X 7 superlattice spots (figs. 3¢ and 3d). At temperatures higher than 290°C,
the spots and streaks of Ag crystals could not be observed. But it is concluded
from the RHEED-TRAXS experiments that Ag crystals actually grow on the
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Fig. 2. Series of RHEED patterns ( E; =15 keV, [112] incidence) taken during the isothermal

condensation of Ag atoms onto Si(111) surface at room temperature. (a) Clean Si(111) surface

showing the 7% 7 structure. (b) # =1.5 ML. Streaks due to Ag layers are seen on the blurred 7x7

structure. (c) # =3.0 ML. The texture structure due.to Ag layer develops in place of the 7x7
structure.

surface even at 440° C. Since Ag crystals formed at higher temperatures have
large sizes, about 2 pm in diameter [23], they may scarcely contribute to the
RHEED pattern.
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Similarly, the RHEED observation could be carried out during isothermal
desorption spectroscopy (ITDS) experiments of Ag atoms from the Si(111)
surface. At first, 3 ML of Ag atoms were deposited onto the Si(111)-7 X7
surface at room temperature. Then the RHEED pattern of the texture of the
Ag layer was observed as mentioned above (fig. 2c). As soon as the substrate
temperature reached 560°C by passing the current directly through the
sample, the RHEED pattern changed into the V3 X /3 structure (fig. 4a). By
maintaining the substrate temperature at 560°C, Ag atoms thermally de-
sorbed slowly from the surface and the RHEED pattern changed as follows.
At first, the 3 X 1 structure began to emerge in addition to the V3 xV3
pattern (fig. 4b). This indicates that since the Ag saturation coverage of the
3 x 1 phase is smaller than that of the V3 X3 phase, the V3 X3 phase
transforms partially into the 3 X 1 phase during the Ag desorption. Soon after
that, the y3 X 3 pattern disappeared and only the 3 X 1 pattern remained.
Fig. 4c was taken at this instance. In figs. 4b and 4c, the 6 X 1 structure is
seen. This structure is formed when the surface showing the 3 X 1 structure is
cooled down to lower than 220°C [22]. Directly after that, in place of the
V3 X V3, the 7 X 7 pattern emerged and gradually increased in intensity (fig.
4d). The intensities of the 3 X 1 spots, on the contrary, decreased. This shows
that the domain of the adsorbed layer, the 3 X 1 phase, is converted into the
clean surface of the Si(111)-7 X 7 phase by the desorption. Finally all Ag
atoms desorbed from the surface and the whole surface was covered with the
7 X 7 phase. The same change of the RHEED pattern during the desorption of
Ag atoms could be observed at substrate temperatures from 550 to 640°C.
Hence the two different structures; the V3 X y3 and the 3 X 1, are formed by
differences in Ag coverages, not by differences in substrate temperatures.

3.2. RHEED-TRAXS

During the ITDS of Ag atoms from the Si(111) surface (figs. 4a—4d), the
X-rays excited by the primary electron beam of RHEED were continuously
detected. The variation of their energy spectra with the ‘duration time of
desorption at the substrate temperature 7, =560°C is shown in fig. 5. The
characteristic X-ray peaks of the Si Ka line (1.74 keV) emitted from the Si

Fig. 3. Series of RHEED patterns (E, =15 keV) taken during the isothermal condensation of Ag
atoms onto Si(111) surface at T,=440°C. The RHEED patterns at 440°C and at room
temperature were the same. So photos were taken after cooling the sample down to room
temperature in order to take clear diffraction patterns. (a)—(c) [112] incidence. (a) 8 = 0.5 ML.
The 7x7 and {3 X3 structures coexist. (b) # =1.0 ML. Only the V3 X3 structure is observed.
(c) 8 =3.0 ML. (d) Same sample as (c), but [110} incidence. Especially, the surface of (c) and (d)
was prepared at T, = 290 ° C, in order to show the clear spots from Ag crystals which coexist with
the y3 X3 structure.
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substrate and the Ag La line (2.99 keV) emitted from the deposited Ag are
clearly seen on the continuous X-ray background. The energy of the primary
electron beam and its glancing angle 6, with respect to the surface were 15
keV and 3.7°, respectively. The counting time was 90 s for each spectrum. The
take-off angle 6, of the detected X-rays with respect to the surface was 0.5°,
which is smaller than the critical angle (0.6 °) for total reflection of the Ag La
line by silicon. Around this small 8, region, the intensity of the Ag La line is
enhanced due to the refraction effect of the Ag La line and the detection
efficiency for the Ag film becomes very high as reported in the previous paper

[1].
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Fig. 5. X-ray spectra of RHEED-TRAXS taken from the Ag-adsorbed-Si(111) surface during the

isothermal desorption spectroscopy. 3.0 ML Ag was initially deposited onto the clean Si(111)

surface. The intensities of the characteristic lines vary during the following isothermal desorption
at T,=560°C.

Fig. 4. Series of RHEED patterns taken during the isothermal desorption of Ag atoms from
Si(111) surface at T, = 560° C. The photos were taken after cooling the sample down to room
temperature in order to show the diffraction patterns clearly. After the preparation of the same
surface as shown in fig. 2¢ at room temperature, the substrate temperature is abruptly raised up to
560 ° C and maintained. The texture changes instantly into the V3 X3 structure as shown in (a).
The spots from Ag crystals were scarcely seen. With the desorption of Ag atoms, the RHEED
patterns change from (a) to (b) V3 X3 and 3 X1 structures, and to (c) 3x 1 structure, and to (d)
3x1 and 7 X7 structures, and finally to the 7 X7 structure of the clean surface. The 6 X1 structure
in (b) and (c) is not seen at T, = 560° C.
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Fig. 5 shows that the intensity of the Ag L« line decayed as the Ag atoms
thermally desorbed, although that of the Si Ka line remained constant. The
amount of Ag atoms left on the Si(111) surface after 6.8 and 59.3 min of
thermal desorption, the spectra of which are shown in fig. 5, can be estimated
to be about 1.0 and 0.3 ML, respectively, by means of ITCS and ITDS
experiments as mentioned below. Here one must pay attention to the fact that
the Ag La peak from the 1.0 ML Ag film is more intense than the Si Ka peak
from the substrate, which indicates that the detection depth in the Si substrate
is extremely restricted, unlike the usual X-ray microanalysis (XMA). The
AgLa peak from the ultra-thin Ag film (0.3 ML or less) stands out clearly
from the continuous background fluctuation and its intensity can be de-
termined with high accuracy in spite of the extremely small coverage. In this
way, by means of the RHEED-TRAXS experiment, an amount of Ag atoms
less than one monolayer on the Si(111) surface can be detected accurately. Its
accuracy is comparable to that of AES or higher in some cases. This indicates
that the X-ray spectroscopy has a high enough sensitivity for surface studies.

3.3. Isothermal condensation spectroscopy (ITCS) by RHEED-TRAXS

The ITCS curves were measured by RHEED-TRAXS, which show the
intensity variations of the Ag La versus the thickness of the deposited Ag film
at different fixed substrate temperatures 7,. In RHEED-TRAXS, during Ag
deposition, monitoring the coverage by X-ray measurement in addition to a
quartz oscillator and observing by RHEED the structure change can be done
simultaneously and continuously without changing the geometrical arrange-
ment of the experimental components, which is difficult in the LEED-AES
method. The deposition rate of Ag was about 0.15 ML /min.

Fig. 6 shows the results of the ITCS experiments. Its abscissa indicates the
nominal Ag coverage measured by a quartz oscillator. The variations of the
RHEED patterns observed simultaneously are indicated. In the case of
room-temperature deposition, the Ag La line intensity increases almost lin-
early with the Ag coverage as shown in fig. 6¢c. In this case, as mentioned
above, the Frank-van der Merwe type growth of Ag film progresses as
schematically illustrated in fig. 7c. That is, Ag atoms condense on the surface
in layer-by-layer form. The gradient of the ITCS curve of fig. 6¢c becomes
slightly smaller as the Ag coverage exceeds about 2 ML. This is attributed to
the self-absorption effect of the X-rays.

The ITCS curves at elevated substrate temperatures, however, bend at
definite coverages as seen in figs. 6a and 6b. In these cases the Ag film grows
in the SK mode. The coverages of the bending points are 0.9 + 0.1 ML at
T,=440°C and 0.8 + 0.1 ML at T, =480°C, respectively. The gradient after
the bending point becomes smaller as the substrate temperature is higher. The
7 X 7 superstructure spots, which coexisted with the V3 X V3 spots, could be
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Fig. 6. Variations of the intensity of the Ag La line during the isothermal condensation

spectroscopy at different fixed substrate temperatures. The RHEED patterns observed simulta-

neously are also shown. The abscissa indicates the nominal Ag coverage measured by a quartz
oscillator.

seen until the coverage of the bending points (fig. 3a). When the coverage
exceeded that at the bending points, only the v3 X 3 structure could be
observed in the RHEED pattern (fig. 3b). Taking into account this RHEED
observation and the ITCS curves at high substrate temperatures, it is suggested
that the y3 X V3 structure completes at the coverages of the bending points in
the ITCS curves. As mentioned in subsection 3.5, the arriving Ag atoms
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Fig. 7. Schematic illustration of the condensation of Ag atoms on Si(111) surface. (a) Con-
densation at T, = 480 ° C. Before the completion of the V3 X3 phase, Ag atoms adsorb with unit
probability and are captured in the V3 X3 phase. After the completion, the arriving Ag atoms
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completion of the V3 X3 phase, Ag atoms adsorb with a small probability and are involved in
the 3D Ag crystals on the V3 x/3 phase (Stranski-Krastanov mode). (¢) Condensation at
T, = RT. Ag atoms adsorb with unit probability, resulting in the Frank—van der Merwe growth.

adsorb with a sticking probability of 100% and are involved in the V3 X3
phase before the completion of the V3 X V3 phase, although they scarcely
adsorb after the completion at 7, =480°C (fig. 7a). On the other hand, at
T,=440°C, as shown in fig. 7b, after the completion of the V3 X V3 phase,
the arriving Ag atoms adsorb onto the V3 X V3 phase with small probability
and are involved in 3D Ag crystals. In the belief that the sticking probability
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of Ag atoms on the Si(111) surface before the completion of the V3 X V3
phase is 100% at these substrate temperatures, we conclude that the V3 X V3
structure completes at a Ag coverage of 0.8+ 0.1 ML at 7,=480°C and
0.9 + 0.1 ML at T, = 440°C, respectively.

When we consider the atomic arrangement of Ag atoms in the V3 X3
unit mesh, however, the saturation coverage 6, of the y3 X 3 structure is
confined within three coverages, 1/3,2/3 or 1 ML. So 6, may be estimated to
be 1.0 ML from these results. This conclusion will be reinforced by the
isothermal condensation and desorption spectroscopy (ITCDS) mentioned
below. But there might be room for discussion of this result. The above
conviction of a sticking probability of 100% is corroborated experimentally by
some researchers [17]. The reason why the gradients of the ITCS curves at
elevated substrate temperatures become smaller after the completion of the
V3 X 3 structure will be discussed later.

3.4. Isothermal desorption spectroscopy (ITDS) by RHEED-TRAXS

During the ITDS experiment described in figs. 4 and 5, the intensities of
the characteristic X-rays (Ag La and Si K«) changed as summarized in fig. 8.
The abscissa of fig. 8 indicates the duration time of the desorption, and its
ordinate, the normalized intensities of the Ag La and Si Ka lines, The ITDS
curves 1, 2 and 3 are measured at T, = 560, 575 and 585° C, respectively. The
intensity of the Ag La line decays more rapidly with increasing substrate
temperature. On the contrary, the intensity of the Si Ka line (curve 4)
measured at T, = 560 ° C remains nearly constant, regardless of the decrease of
the Ag film thickness. It means that the absorption effect of the Si Ka line by
the Ag layer is negligible in this case.

The three ITDS curves of the Ag La line show the following common
features. (1) These curves consist of some straight line segments which bend at
the points B, C and D. Since the intensity of the Ag L« line at the point B is
one-third of that at the point A which corresponds to the initial coverage of
Ag (3.0 ML), we can estimate that the amount of Ag left on the surface at the
point B is 1.0 ML, assuming proportionality of the Ag L« line intensity with
the amount of Ag atoms. Similarly, the refraction points C and D may
correspond to coverages of 2/3 and 1/3 ML, respectively. These estimations
will be also supported by the ITCDS experiments in the next subsection. (2) If
we regard the segments of the curves in the period from 3.0 ML (point A) to
1.0 ML (point B), from 1.0 ML (point B) to around 2/3 ML (point C) and
from 1,3 ML (point D) to 0 ML (point E) as straight, the desorption rate of
Ag atoms during the period AB is the highest and that during the period DE is
the lowest, because the gradients of the ITDS curves directly indicate the
desorption rates of Ag atoms as mentioned in the next subsection. (3) Between
the points B and C, the 3 X 1 structure began to appear in the RHEED
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Fig. 8. Variations of the intensities of the characteristic X-ray lines during the isothermal
desorption spectroscopy at various substrate temperatures.

pattern. Around point D, the V3 X V3 structure disappeared and, in place of
it, the 7 X 7 structure emerged.

Taking these results of the ITDS experiments and those of the ITCS
experiments in the previous subsection as well as the RHEED observations
into consideration, the ITDS curve of the Ag La line can be interpreted as
follows. Since the y3 X /3 structure has been observed always during the
period corresponding to the segment AB of fig 8, the Ag atoms desorb
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Fig. 9. Schematic illustration of the thermal desorption mechanism of Ag atoms deposited onto
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Desorption from the 3 X1 phase, resulting in the conversion from the 3X1 phase to the 7x7
phase.

preferentially from the 3D islands formed on the V3 X V3 structure and these
islands become small as illustrated in fig. 9a. Although the Ag atoms constitut-
ing the V3 X V3 structure may also desorb, the desorption rate may be so
small that it is negligible compared with that of the 3D islands. Moreover,
since the amount of Ag atoms desorbing from the V3 X3 phase is con-
sidered to be supplied by diffusing from the 3D islands, only the 3D islands
become small. This expectation is based on the property of the SK-type
growth that the adhesion energy of the Ag atoms in the completed 2D phase
(V3 X V3 structure) is larger than that of the Ag atoms constituting the 3D
crystal. At point B in fig. 8, all 3D islands disappear and the whole surface is
covered by the V3 X V3 phase. The coverage of Ag at point B corresponds to
the saturation coverage of the ¥3 X V3 structure. From point B, the desorp-
tion of the Ag atoms from the y3 X V3 phase begins to dominate and the
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transformation from the 3 X /3 to the 3 X 1 phase begins as shown in fig.
9b. So during the period from B to D, these two surface structures coexist.
With the lapse of time, the domain of the y3 X 3 phase decreases while that
of the 3 X 1 phase increases. At point D when the 7 X 7 structure appears in
place of the ¥3 X 3 structure, the whole surface of the Si(111) is covered
with the 3 X 1 phase. The amount of Ag atoms left on the surface at this point
D corresponds to the saturation coverage of the 3 X 1 structure. During the
period of the segment DE, the Ag atoms desorb from only the 3 X 1 phase to
change into the 7 X 7 phase of the clean Si(111) surface (fig. 9c). The ITDS
curves of the Ag La line (fig. 8) show that the three phases of the deposited Ag
(31, V3 x V3, and 3D islands) can be distinguished from the desorption
rate, assisted by the simultaneous RHEED observation, which enables us to
characterize these adsorbed structures quantitatively.

3.5. Isothermal condensation and desorption spectroscopy (ITCDS) by RHEED-
TRAXS

In order to ascertain the absolute coverage of Ag atoms on the Si(111)
surface at each bending point B, C, D in fig. 8, the ITCS and ITDS
experiments were successively carried out in this order. Such experiments also
confirm that the intensity of the Ag La line is proportional to the amount of
Ag atoms on the surface, independent of the growth mode.

Curve (a) in fig. 10 shows the ITCS curve up to 3.0 ML Ag deposition at a
substrate temperature of 440°C which is the same as in fig. 6b, and the
following ITDS curve at a substrate temperature of 550 ° C. At point A, the Ag
deposition was turned off and the substrate temperature was abruptly raised
from 440 to 550°C. By this temperature change, the ITCS experiment is
switched to the ITDS experiment. During the condensation corresponding to
the segment GA in fig. 10a, the arriving Ag atoms are captured in the 3D
phase on the V3 X /3 -2D phase, and an SK-type film is built up. Hence the
segment AB of the ITDS part in fig. 10a corresponds to the segment AB in fig.
8, during which the Ag atoms in the 3D phase predominantly desorb. So the
points B in figs. 8 and 10 correspond with one another. Moreover the Ag La
line intensity at point B in fig. 10a is equal to that at point G. At point G the
Ag coverage is about 1.0 ML. Therefore, the coverage at the point B in figs. 10
and 8 are estimated to be about 1.0 ML.

It can be said that the intensity of the Ag La line in the period AB of fig. 8
is directly proportional to the amount of Ag atoms, although they constitute a
3D phase, because the Ag La intensity at B is one-third of that at A. This
property of the X-ray spectroscopy markedly contrasts with AES in which 3D
islands hardly contribute to the signal. Of course, the proportionality of the
X-ray intensity with the amount of Ag atoms in the 2D phases is also
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Fig. 10. Variations of the intensity of the Ag Le line during the ITCS and the successive ITDS on
the Si(111) surface at various fixed substrate temperatures (isothermal condensation and desorp-
tion spectroscopy, ITCDS).

concluded. Hence the coverages at C and D of fig. 8 are determined to be 2 /3
and 1/3 ML, respectively. As a result, the saturation coverages of the V3 X3
and the 3 X 1 structures are estimated to be 1.0 and 1/3 ML, respectively.
From the above result about the proportionality of the Ag La line intensity
to the amount of Ag atoms, the physical origin of the ITCS curves (a) and (b)
in fig. 6 is understood as follows. In the ITCS curve (a) in fig. 6, the intensity
of the Ag Lea line increases linearly up to around 1.0 ML, but it stops to
increase despite the higher amount of deposition. That is, the intensity of the
Ag La line maintains a constant value after the completion of the V3 X V3
structure in spite of the continuation of the Ag deposition. This directly
indicates that the Ag atoms scarcely adsorb onto the Si(111)-v3 X V3 surface
at 480 ° C, although they adsorb with unit probability before the completion of
the V3 X V3 structure. In other words, the sticking coefficient of Ag atoms
abruptly changes from 1 to 0 at the point where the V3 X V3 structure is
completed, as illustrated schematically in fig. 7a. In the case of curve (b) in fig.
6, the sticking coefficient changes from 1 to ~ 0.3 at ~ 1.0 ML. After the
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completion of the Y3 X V3 phase, as shown in fig. 7b, adsorbed Ag atoms are
captured in 3D Ag crystals. So the intensity of the Ag L« line increases even
after the completion of the 3 X V3 phase.

A similar ITCS curve measured with the substrate temperature of 480°C
during adsorption and the successive ITDS curve measured at 595°C during
desorption is shown as curve (b) in fig. 10. Contrasting with the desorption
part of curve (a) in fig. 10, the intensity of the Ag Lea line begins to decrease
linearly down to zero. This indicates that no 3D islands grew on the surface
and only the Y3 X V3 -2D phase existed at point J, which is consistent with the
above conclusion about the non-adsorption of Ag atoms on the V3 X3
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Fig. 11. Desorption rates of Ag atoms from each phase versus the substrate temperature
(Arrhenius plots). The desorption rates are obtained from the gradients of each segment in the
ITDS curves. :
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Table 1
Saturation coverages of Ag-adsorbed surface structures and desorption energy of Ag atoms from
each phase; the results by LeLay et al. [7] using AES are also shown for comparison

Saturation coverage (ML) Desorption energy (kcal /mol)
AES? RHEED-TRAXS®  AES® RHEED-TRAXS ®
3D crystals - - 67 3442
V3 X3 structure 2/3 1.0 65 64+2
31 structure 1/3 1/3 68 69+1

2 From Lelay et al. [7].
Y Present work.

phase at 7, =480°C. The desorption part JK corresponds to the segments
BCDE in fig. 8, but the segment JK seems to be a straight line with only one
gradient, which is different from the ITDS curve in fig. 8 although the
RHEED pattern changes in the same way. That is, the Ag atoms seem to
desorb from both the ¥3 X V3 and 3 X 1 phases with the same desorption
energy. The reason of this discrepancy between figs. 8 and 10b will be
discussed in the next section.

3.6. Desorption energies of Ag atoms

Since the scale of the ordinate of fig. 8 corresponds to the absolute coverage
of Ag from the reason mentioned above, the desorption rates of the Ag atoms
from the 3D islands, the V3 X V3 phase and the 3 X 1 phase are derived
directly from the gradients of the segments in the ITDS curves corresponding
to the segments AB, BC, and DE in fig. 8, respectively. Their temperature
dependences, Arrhenius plots, are summarized in fig. 11. From this figure the
desorption energy of Ag atoms from each phase is determined as shown in
table 1 where the results of the AES experiment by LeLay et al. [7] are also
shown for reference.

4. Discussions
4.1. Comparison between RHEED-TRAXS and AES

The ITCS curve similar to fig. 6a involves different physical phenomena
between RHEED-TRAXS and AES, although their shapes are apparently the
same. When the gradient of the ITCS curves by AES measurement becomes
almost zero after the completion of the 2D phase in the SK mode, there exist
two possibilities for this phenomenon. The first one is, of course, that the
sticking probability becomes actually zero, and the second one corresponds to
the growth of the 3D phase. These two cannot be distinguished only by AES
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Fig. 12. ITDS curves taken from the Si(111)-Ag surface using AES by LeLay et al. [7]. The
substrate temperature is 587 ° C. The initial coverage of Ag is 3.38 ML.

experiment. In TRAXS, however, such confusion would hardly occur because
the intensity of the Ag La line is almost proportional to the amount of Ag
atoms on the surface even though they constitute the 3D phase. That is, curve
(a) in fig. 6 indicates that the amount of Ag atoms does not actually increase
after the completion of the y3 X V3 phase. In this way the changes of the
gradients of the ITCS curves by TRAXS correspond directly to the changes of
the sticking probability. The gradient of the ITCS curve by AES at T, = 400° C
after the completion of the 3 X /3 phase is almost zero [7,15], but that by
TRAXS at T, = 440°C is not zero as shown in fig. 6b. This fact supports our
conclusion mentioned above.

This difference is shown more clearly in the ITDS curves. Fig. 12 shows the
ITDS curve of AES at a substrate temperature of 587°C by LeLay et al. [7].
The segment AB in this figure corresponds to the period of the desorption of
the 3D Ag islands. But the intensity of the AES signals from the Ag atoms
scarcely changes. The intensity of the Ag L« line in fig. 8, however, decreases
with the desorption of the 3D Ag islands. In this way the variation of the
amount of the 3D Ag islands as well as of the 2D Ag phases is directly
measured by RHEED-TRAXS.

4.2. Saturation coverages and desorption energies

Lelay et al. [7] have examined the Si(111)-Ag system by similar ITDS and
ITCS experiments using AES. Their results and ours are summarized in table
1, and compared as follows: (1) Saturation coverages: The saturation cover-
ages of the 3 X 1 phase coincide, but those of the V3 X3 phase are different.
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This discrepancy is a decisive factor for the atomic arrangement model of this
superstructure. (2) Desorption energy: The desorption energies of the 2D
phases (the V3 X V3 and the 3 X 1) coincide, but those of the 3D phase differ
by a factor of ~ 2. This discrepancy may be due to the difference of
experimental methods. In RHEED-TRAXS, the desorption rate can be di-
rectly measured from the gradients of the segment AB in the ITDS curves as
shown in fig. 8. But LeLay et al. obtained it from the initially deposited
amount of Ag and measuring the duration of the segment AB in the ITDS
curve (fig. 12), so it may contain an accidental error. From their result,
furthermore, the desorption energy of the 3D phase is larger than that of the
V3 X V3 phase. It seems inconsistent with the thermodynamical feature of the
SK film. Our result for the 3D phase (34 kcal /mol) seems reasonable from this
viewpoint. But it seems too small compared with the evaporation heat of the
pure bulk Ag (60 kcal/mol). This may perhaps be attributed to a special
desorption mechanism or a size effect of the Ag microcrystals on the surface.
For example, as shown in fig. 9a, when Ag atoms desorb from the 3D phase,
they do not desorb directly from 3D crystals, but dissociate first from 3D
crystals and diffuse on the 2D phase and then desorb from the surface. If this
mechanism actually occurs, the desorption energy of Ag atoms from the 3D
phase must apparently be small compared with the evaporation heat of pure
Ag, because the binding energy of Ag atoms adsorbed on the V3 X V3 phaseis
smaller than that of Ag atoms constituting the 3D islands.

In the ITDS curves of Ag (fig. 8) the segment CD can be understood as the
period during which Ag atoms desorb from the 3 X 1 phase as well as from the
V3 X V3 phase. That is, it is a transitional period from the period BC (the
V3 X V3 phase is dominant) to the period DE (the 3 X 1 phase is dominant).
But the segment CD seems straight in some cases. So there might be another
explanation for the segment CD. For example, there might be a zero-order
thermal desorption of Ag atoms from a 2D phase in the duration CD which is
different from the y3 X V3 phase corresponding to the segment BC or the
3 X 1 phase corresponding to the segment DE. It may suggest the possible
existence of another type of 3 X /3 phase of which the saturation coverage is
2 /3 ML because the Ag coverage of the point Cis 2/3 ML. In fact, LeLay et
al. [24] have inferred the existence of two kinds of y3 X y3 phases, of which
the saturation coverages are 2/3 and 0.8-1.0 ML, respectively, from a
LEED-AES experiment. On the other hand, an experimental result of
micro-probe AES has been reported [4], which insists that the saturation
coverage of microregions in the v3 X 3 phase is 2/3 ML. As yet there is no
model which explains these reports and our results consistently.

4.3. ITDS and ITCS

The ITDS part JK of the ITCDS curve (b) in fig. 10, which was measured
after the Ag deposition at a high substrate temperature, seems straight with
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only one gradient, although it corresponds to the segments BCDE in fig. 8.
This shows a zero-order desorption with only one desorption energy. During
this measurement, RHEED patterns, of course, changed from the V3 X3 to
the 3 X 1 and finally to the 7 X 7 superstructures. In the case of fig. 8, 3.0 ML
of Ag were initially deposited on the clean surface at room temperature, and
changed into the SK-type film by rapid heating and subsequent annealing of
the ITDS experiment. The resulting V3 X V3 structure showed similar RHEED
patterns as that at the high temperature deposition in the case of fig. 10b. But
there is a possibility that the 2D phases formed by these two different methods
are different from each other in spite of the same periodicity of atomic
arrangements. The difference in the ITDS curves between figs. 10b and 8 may
be originated from this effect.

We have concluded that the sticking coefficient of Ag atoms onto the V3
X /3 layer at T, = 480 ° C is nearly zero, although it is almost unity before the
completion of the V3 X V3 structure at the same surface temperature. This
result indicates that the surface energy of the V3 X \/§ surface is so small
compared with that of the clean Si(111)-7 X 7 surface that the Ag atoms on the
V3 X V3 phase are much more loosely bound than that on the 7 X 7 surface.
This consideration is consistent with the experimental results that the desorp-
tion energy of the 3D islands on the V3 X V3 phase is much smaller than that
of the y3 X V3 phase. The evaporated Ag atoms which arrive on the V3 x V3
surface, therefore, scarcely adsorb at T, =480°C, in contrast with the com-
plete condensation onto the Si(111)-7 X 7 surface at the same T (fig. 7a). This
comparison of surface energies between the V3 X3 and 7 X7 phases is
reasonable from the thermodynamical viewpoint of the SK system that the 2D
phase would be formed to decrease the dangling bonds of the substrate surface
and the surface energy of the resulting adsorbed 2D phase becomes smaller
than that of the substrate surface and that of the deposited material.

4.4. Availability of RHEED-TRAXS

A comparison between RHEED-TRAXS and AES concerning the detection
of 3D islands on surfaces was discussed in subsection 4.1. We enumerate other
properties of RHEED-TRAXS which in general contrast with AES as follows:
(1) Unlike the LEED-AES method, since it is the primary electron beam of
RHEED that excites the X-rays which are detected, this method enables us to
carry out an “in-situ” observation of atomic arrangement and chemical
analysis of the same surface area. (2) This X-ray spectroscopy may be more
favorable for quantitative chemical analysis than AES. The secondary elec-
trons and the inelastically scattered electrons constitute a higher background
in AES measurements compared with the X-ray spectroscopy. Moreover,
because of the extremely small escape depth of Auger electrons, the intensity
attenuation of emitted Auger electrons in the sample is highly affected by
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various factors such as multiple scattering, surface roughness and aggregation
states of atoms, etc. Although these factors make a quantitative analysis
difficult in the case of AES, the X-ray measurement in RHEED-TRAXS may
be scarcely affected by these phenomena because of their high energies and
extremely small interaction with matters. (3) This X-ray spectroscopy is
available not only for the chemical analysis of the topmost atomic layer on the
surface but also for a deeper region below the surface. That is, by making the
X-ray take-off angle larger and keeping away from the angle region of total
reflection, the X-rays from the deeper region also reach the detector. The
detection depth below the surface becomes several hundred angstroms, which
has been experimentally confirmed by setting the X-ray take-off angle at ~ 3°
in the previous experiment [20]. Under such large take-off angle condition the
detection depth becomes restricted by the diffusion depth of the primary
electron beam, not by the effective escape depth of the emitted X-rays. In this
way the depth profile of the element distribution may be studied non-destruc-
tively by changing the take-off angle of the X-rays in RHEED-TRAXS. (4)
The X-ray emission is a competing relaxation process of ionized atoms with
the emission of Auger electrons, and its ratio grows larger as the atomic
number increases. So RHEED-TRAXS is more favorable for the detection of
heavier atoms.

RHEED-TRAXS has, on the other hand, the following shortcomings: (1)
Because the critical angles of total reflection of X-rays are in general small, in
order to obtain a sharp enhancement of the intensity of the marked character-
istic X-rays by the refraction effect, one must control the take-off angle very
accurately and prepare a very flat surface on an nearly atomic scale. But it is
rather difficult, because the take-off angle easily changes by a slight distortion
of the surface. We observed that a slight distortion and slip bands of Si wafers
caused by a heat-treatment of the samples affected the X-ray intensities. (2)
The data acquisition in the present apparatus is less prompt than in the case of
the usual AES system. In order to reduce the statistical error, it takes about
one minute or more to accumulate the data for one spectrum.
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