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After reviewing the atomic and electronic structures of the Si(111)-
√

3×√3-Ag surface, which have recently been clarified
after much research, we describe the experimental confirmations of electrical conduction through its surface-state band. A
newborn method, micro-four-point probe, is introduced for conductivity measurements with high surface sensitivity.
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1. Introduction

The Si(111)-
√

3 × √3-Ag surface superstructure, which
is formed by depositing one monolayer (ML) of Ag atoms
on a Si(111) surface at temperatures higher than 250◦C, has
been a long-standing target in surface science because of
the interesting physics revealed in its atomic arrangement,
surface electronic states, and electronic transport phenom-
ena.1) After much controversy spanning over a period of 20
years, its atomic arrangement was solved by the so-called
“Honeycomb-Chained Triangle (HCT)” model.2–5) This sur-
face is now regarded as a prototypical metal-covered semi-
conductor system, and is used as a standard sample fore.g.,
high-resolution photoemission spectroscopy (PES),6) atomic
force microscopy,7–9) X-ray diffraction for buried inter-
face structure analysis,10–12) Schottky barrier formation13–15)

optical second-harmonics generation spectroscopy,16) first-
principles theory,17–19) as well as a unique substrate for the
growth of C60 molecular layers,20–23) adatom gas phase,24)

and other surface superstructures by additional metal and hy-
drogen adsorptions.25–33) However, it was recently revealed
that the HCT structure is not a ground-state structure; a

symmetry-broken phase, the so-called “InEquivalent Trian-
gle (IET)” structure, is more energetically favorable than the
HCT structure.34,35)

This superstructure has a characteristic surface electronic
state; an isotropic and parabolic surface-state band cross-
ing the Fermi level (EF) was revealed by angle-resolved
PES,36–40) indicating a two-dimensional free-electron-like
system. Thus this surface provides a unique platform for low-
dimensional physics such as electronic transport because its
“thickness” is as small as one or two atomic layers, which is
much thinner than conventional two-dimensional electron gas
(2DEG) systems formed at surface inversion layers or het-
erojunctions. Though new quantum phenomena in electronic
transport through the surface-state band are not yet known,
we will show here direct measurements of the surface-state
electrical conduction on this surface, together with a review
of its atomic and electronic structures.

2. Atomic Structure

2.1 Ground-state structure
Figure 1 displays a series of scanning electron micrographs

(SEM) of a mesoscopic region on a Si(111) surface in ul-

Fig. 1. Grazing-incidence ultrahigh-vacuum scanning electron micrographs, showing a conversion from the 7× 7 clean surface (a)
into the

√
3× √3-Ag (e) during Ag deposition at 450◦C. The glancing angle of the primary electron beam was about 10◦, so that

the images were foreshortened by a factor of about 5 in the vertical direction. (b′) and (d′) are magnified images of (b) and (d),
respectively.



angles, all of which are equivalent in the HCT model, differ
in size alternately. As shown in the schematic of the atomic
arrangement (Fig. 2(d)) for the IET model, a Ag triangle in
a half-unit cell becomes larger (called L-half) and another
triangle in the other half-unit cell becomes smaller (S-half).
In other words, a mirror plane along the[12̄1] direction in
the HCT model (belonging top31m space group) disappears
in the IET model (belonging top3 space group), a kind of
symmetry breakdown. The protrusions in the low-temperature
STM image (Fig. 2(e)) correspond to the S-half unit cell. A
first-principles calculation showed that the IET structure is
more stable than the HCT by 0.1 eV per

√
3×√3 unit cell.34)

Then, we are faced with new, interesting questions about
this surface: what is the relationship between the HCT and
IET structures? There should be a phase transition between
them by temperature change. What is the nature of the phase
transition? Moreover, it is not certain whether the HCT
structure can be understood as a time-averaged structure of
a fluctuating IET structure, much like symmetric dimers on
a clean Si(001) surface at RT which are time-averaged buck-
led dimers. This surface is still a challenging target in surface
physics.

2.2 Domain boundaries
The
√

3 × √3-Ag superstructure in the HCT phase has
conventional out-of-phase domain boundaries (OPBs), as
shown in Figs. 3(a) and 3(b), due to a phase mismatch in
the super-periodicity between adjacent domains.43) However,
when cooled to lower temperatures to transform the surface
into the IET phase, the surface splits into two types of do-

trahigh vacuum (UHV), showing a structural transformation
from a clean 7×7 surface (a) to the

√
3×√3-Ag superstruc-

ture (e) by depositing Ag at a substrate temperature of 450◦C.
The surface was composed of flat terraces about 10µm wide
and step bands about 2µm wide, with around 50 atomic steps
accumulated. The adsorbed Ag atoms initially nucleate at
monatomic step edges on the flat terraces (see Fig. 1(b)),
where the atomic arrangement converts into the

√
3×√3-Ag

domains. The brighter areas are the
√

3× √3-Ag domains,
and the darker ones, the 7× 7 clean domains. With an in-
crease in Ag coverage, the brighter areas grow, and the entire
surface is finally covered by the

√
3×√3-Ag superstructure

by 1 ML Ag adsorption (see Fig. 1(e)). Thus, the emission
yield of secondary electrons is considerably different depend-
ing on the surface superstructures of the topmost layers, due
to a change in the surface electronic states.41)

Figure 2(a) illustrates the HCT model, which is believed to
be the most stable atomic arrangement for the

√
3×√3-Ag

superstructure (at least) at room temperature (RT).2–5) The
topmost Si atoms (large open circles) make trimers, each of
which forms an ionic covalent bond with a Ag atom (filled cir-
cles) to make Ag triangles. This model well explains its scan-
ning tunneling micrographs (STM)17,18)of (b) the empty state
and (c) the filled state at RT. Protrusions in the empty-state
image, corresponding to the centers of Ag triangles, are ar-
ranged in a honeycomb-lattice pattern in Fig. 2(b). However,
at lower temperature (62 K), its empty-state image (Fig. 2(e))
shows a different feature, a hexagonal-lattice pattern, instead
of the honeycomb one.42) This turns out to correspond to a
new model for the surface, the IET model, in which Ag tri-
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Fig. 2. Schematic illustrations and STM images of the Si(111)-
√

3× √3-Ag surface. (a) Its excited-state structure (so-called honey-
comb-chained triangle (HCT) structure). Filled circles are Ag atoms, and open circles are Si atoms. A

√
3× √3-Ag unit cell is

drawn. (b) Its empty-state and (c) filled-state STM images at RT. (d) Its ground-state structure (so-called inequivalent triangle (IET)
structure). (e) Its empty-state and (f) filled-state STM images at 62 K.



characteristic dispersion, i.e., a parabolic dispersion cross-
ing EF. Since its bottom is belowEF by about 0.2 eV, some
electrons (1.6× 1013 electrons/cm2) are accumulated in this
surface-state band. This band is well reproduced by the first-
principles calculation as shown in Fig. 4(c).34) Its large dis-
persion means an extended wavefunction of this state, having
maximums in its local density of states at the centers of the Ag
triangles,17,34) corresponding to the protrusions in the empty-
state STM images (Figs. 2(b) and 2(e)). This leads us to an
expectation of a possible high electrical conductivity along
the surface through this surface-state band.

Such a free-electron-like electronic state is visualized in
low-temperature STM images in a form of the so-calledelec-
tron standing wavesor Friedel oscillations.45) Figure 5 shows
an STM image of the

√
3 × √3-Ag surface taken at 6 K

(though the 7× 7 clean domains partially remain, because
of a Ag coverage smaller than 1 ML). In the

√
3 × √3-Ag

domains, fine periodic corrugations are seen, corresponding
to the

√
3× √3-periodicity (as in Figs. 2(b) and 2(e)). Ad-

ditionally, one can see standing wave patterns superimposed
near step edges (A) and domain boundaries (B). In a small
domain on the upper right, surrounded by steps and domain
boundaries, a complicated concentric interference pattern is

in (a); S1 is composed of a bonding state among Ag 5p or-
bitals at the Ag triangles. The S2 and S3 states stem mainly
from Ag 5s orbital.44) Of these states, the S1 state has a

mains in twin relation, called IET+ and IET− domains, due
to symmetry breakdown, between which surface twin bound-
aries (STBs) are created only at lower temperatures, as shown
in Fig. 3(c). Such STBs are sometimes thin as shown in
Fig. 3(d), or sometimes broad as shown in Fig. 3(e). Adja-
cent IET+ and IET− domains at a STB have no phase shift
in the

√
3×√3-periodicity, but have opposite symmetry in the

arrangement of L- and S-halves in the
√

3×√3 unit cell (see
Fig. 3(d)). The STBs are observed to fluctuate even at 6 K,42)

indicating an easy conversion between IET+ and IET− do-
mains, though the conventional OPBs never move even at RT.
The STBs themselves indicate the validity of the asymmetric
structure in the

√
3×√3 unit cell.

3. Electronic Structure

Figure 4(a) shows a two-dimensional band dispersion dia-
gram of the

√
3× √3-Ag surface, together with that of the

7 × 7 clean surface (Fig. 4(d)) for comparison, constructed
from angle-resolved PES results.38,40) The

√
3×√3-Ag sur-

face is known to have three surface states, S1, S2, and S3

Fig. 3. STM images (a)(c)(e) and schematics (b)(d) of two types of domain boundaries on the Si(111)-
√

3× √3-Ag surface: (a)(b)
out-of phase boundary (OPB), and (c)(d)(e) surface twin boundary (STB).
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observed, while near the straight domain boundaries, the in-
terference patterns are parallel to the OPB. Domain bound-
aries and atomic steps act as potential barriers for surface-
state electrons, so that the reflected waves and incident waves
interfere with each other to make the standing waves. By
changing the bias voltage in STM imaging (in other words,
by probing different energy levels), the wavelengths of the
observed standing waves change according to a dispersion re-
lation of the surface-state band.45) This is an evidence for the
wave patterns due to the electronic nature, rather than geo-
metric undulation. In this way, the

√
3× √3-Ag surface is

shown to have an extended surface electronic state.
The domain boundary (B) is an OPB as mentioned in §2.2,

while the boundary (C) is a STB, at which no standing waves
are observed. In other words, the STBs are transparent for
the surface-state electrons. Then, an important and interest-
ing question is raised here: what is the transmission coeffi-
cient of the electron wavefunction at step edges and domain
boundaries? Although some studies assumed the step edge
as a hard wall for surface-state electrons (that is, the trans-
mission coefficient is zero),46–50) it should be questioned, be-
cause it governs an important parameter, i.e., the mobility of
surface-state carriers. It is ascertained from Fig. 5 that the car-
rier mobility is lowered by carrier scattering by the step edges
and domain boundaries. But how much lowered? The mobil-
ity of the surface-state electrons on the

√
3×√3-Ag surface

is actually measured to be lower than that in bulk crystal by
two orders of magnitude.51)

In contrast, the 7× 7 clean surface has an almost flat band
nearEF, as shown in Fig. 4(d), which is known to come from
the dangling-bond state on the topmost Si atoms. Its negli-
gible dispersion indicates a localized nature, suggesting low
conductivity along the surface through this surface state. This
is indeed measured to be as low as on the order of 10−8 S/¤.52)

The surface-space-charge layers below the surfaces are also
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Fig. 4. Two-dimensional band dispersion diagrams of Si(111)-
√

3×√3-Ag (a)(c) and−7× 7 clean (d) surfaces. (a) and (d) are con-
structed from angle-resolved PES measurements,38–40)while (c) is calculated by a first-principles theory.34) (b) and (e) are schematic
band diagrams showing band bending beneath the surfaces as well as the surface states of respective surfaces.

Fig. 5. Electron standing waves on the Si(111)-
√

3× √3-Ag surface, ob-
served by STM at 6 K. The tunneling current is 0.5 nA with a sample bias
of 0.75 V, probing empty states.45)



ductivity is to measure a conductance change induced by a
perturbation only to the surface region. Very small amounts
(around 0.01 ML) of deposited atoms of monovalent metals
(noble and alkali metals) on top of the

√
3× √3-Ag surface

were found to adsorb in a form of monomers, an example of
which is shown in Fig. 7,24) which is called ‘2D adatom-gas
(2DAG) phase’.24,53)Such 2DAG is found to enhance surface
conductivity1,53) due to electron doping into the surface-state
bands. Figure 8(a) shows a resistance change during intermit-
tent deposition of Ag atoms on top of the

√
3×√3-Ag surface

at RT. Only 0.008 ML of Ag was deposited at each period of
about 2 s, which caused a resistance drop as large as 10%. Af-
ter interrupting the depositions by closing an evaporator shut-
ter, the resistance remained constant during the intervals A,
B, and C, which indicated that the observed resistance drops
were due not to irradiation from the evaporator, but to the
Ag adsorption. These changes in resistance were observed up
to an additional Ag coverage of about 0.03 ML in total. Be-
low this critical coverage, the adsorbed Ag atoms make the
2DAG phase, as shown in Fig. 7 (though the 2DAG cannot
be directly observed by STM at RT, because of its very fast
migration on the surface at RT). Beyond the critical coverage,
the 2DAG begins to nucleate into three-dimensional Ag nu-
clei, which corresponds to the resistance recovery processes
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in contrast between the 7×7 and
√

3×√3-Ag surface super-
structures as shown in Figs. 4(b) and 4(e): a depletion layer
below the 7× 7 structure, while a hole-accumulation layer
beneath the

√
3×√3-Ag structure. Therefore, electrical con-

ductivity through the subsurface region is also expected to be
different between these superstructures.

4. Electronic Transport

4.1 Carrier doping into the surface-state band
When two electric leads (e.g., outer probes in linear four-

point probe measurements, as illustrated in Fig. 6(a)) are con-
nected to the surface of a semiconductor crystal with a macro-
scopic distance, and when a voltage is applied between them,
the current flows through three channels on/in the crystal: (1)
surface-state bands on the topmost atomic layers, (2) bulk-
state bands in a surface-space-charge layer under the surface,
and (2) huge bulk-state bands in the inner crystal. To measure
the electrical conductivity through the surface-state band, one
should carefully eliminate contributions from the underlying
space-charge layer and bulk; quite a large fraction of the cur-
rent tends to flow through the interior bulk in most cases.

In order to confirm the surface-state electrical conduction,
conductivity measurements were donein situ in UHV by the
four-point probe method with macroscopic probe spacings
(approx. 10 mm), combined with electron diffraction to mon-
itor surface structures, valence-band PES for analyzing sur-
face electronic states, and core-level PES for measuring band
bending beneath the surface to estimate conductivity through
the surface-space-charge layer.1)

One of the unambiguous ways to detect surface-state con-

Fig. 7. Two-dimensional adatom gas (2DAG) of Ag on top of the
Si(111)-

√
3 × √3-Ag surface (a) frozen at 6 K, and (b) migrating at

65 K.24) Star-like protrusions indicated by A are single Ag adatoms, while
clusters indicated by B are composed of three Ag adatoms.

Fig. 6. Linear four-point probes in (a) macroscopic and (b) microscopic
spacings, with schematic illustrations of current flow near a semiconductor
surface.



the high conductivity. In this way, the electrical conduction
through the surface-state band is confirmed experimentally.51)

The increase in the number of conduction electrons comes
from the 2DAG, not from the bulk, because the bulk also ac-
cepts the electrons from the Ag adatoms to compensate the
holes in the surface-space-charge layer. Therefore, it can be
said that the adsorbed Ag atoms in the 2DAG phase donate
their valence electrons to the surface-state band (and also to
the space-charge layer) to increase conductivity. By compar-
ing the number of deposited Ag adatoms and the increased
numbers of electrons in the S1 band and the space-charge
layer, each Ag adatom is found to provide approximately one
electron to the substrate.1,39,51,53,54)

There is another example to demonstrate surface-state con-
duction. By increasing the coverage of the 2DAG at RT, it
begins to nucleate into 3D Ag nuclei, as mentioned above.
But below 250 K, the 2DAG nucleates two dimensionally
and arranges to make a new order, a

√
21× √21 periodic-

ity. The
√

21× √21 superstructures are commonly formed
by monovalent-atom adsorptions of about 0.15 ML on the√

3×√3-Ag surface, and commonly have very high surface
conductivities.1,29,30,54)The reason for the high conductivity
is again revealed by elaborate PES measurements that new
dispersive metallic surface-state bands with large Fermi disks,
inherent in the

√
21×√21 superstructures, are created, while

the surface-space-charge-layer conductance is suppressed. In
this way, the surface-state electrical conduction is experimen-
tally confirmed on Si(111)-

√
3×√3-Ag and

√
21×√21 sur-

faces, whose sheet conductances are of the order of 10−4 S/¤,
as measured by macroscopic four-point probes. This value
is about four orders of magnitude higher than that for the
dangling-bond surface state on the 7× 7 clean surface.52)

4.2 Micro-four-point probe
Micro-four-point probes with probe spacings down to 2µm

were developed at Mikroelektronik Centret of Technical Uni-
versity of Denmark (Fig. 9(a)).55) By reducing the dimensions
of the probe spacing, as shown in Fig. 6(b), a larger fraction of
current will flow near the surface, resulting in a more surface-
sensitive measurement than by macroscopic four-point probes
(Fig. 6(a)). Such probes were utilized in UHV to measure the
surface-state conductivity of Si(111) surfaces, combined with
a technique to control step configurations on the surface.56)

By observing the probes and sample surfaces byin situSEM,
the probes were positioned on a large flat terrace, as shown in
Fig. 9(b), where only a few atomic steps run between the in-
ner probes, or on different terraces between which step bands
are running as shown in Fig. 9(c). The resistance measured on
a large terrace with almost step-free of the

√
3×√3-Ag sur-

face (Fig. 9(b) on Fig. 1(e)) was smaller than that on a similar
terrace of the 7× 7 clean surface (Fig. 1(a)) by about two or-
ders of magnitude. This was compared with measurements by
macroscopic-four-point probes of about 10 mm probe spac-
ing, where the difference in resistance between the two sur-
faces was as small as about 10%.57) These results mean that
reducing the probe spacing makes the measurements more
surface-sensitive, as expected in Fig. 6(b), and also because
carrier scattering at step edges (as seen in Fig. 5) is sup-
pressed by reducing the number of steps crossing the mea-
sured region. By adding Au adatoms of about 0.15 atomic
layer on the

√
3× √3-Ag surface to make the

√
21× √21-
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conductivity.
From PES measurements of valence bands, it turns out that

the 2DAG makes the surface-state bands shift downward, as
shown in Fig. 8(b); the extent of shift is approximately equal
to that for the above-mentioned Si 2p core-level shift. Due to
this downward shift, the Fermi disk made of the S1 surface-
state band grows, as shown in the inset of Fig. 8(b), indi-
cating an increase in the number of electrons in this band,
from 1.6× 1013 cm−2 to 3.5× 1013 cm−2. This leads to the
increase in the number of conduction electrons, resulting in

during intervals D, E, and F in Fig. 8(a).
From PES measurements of Si 2p core level in the bulk-

sensitive mode, it turns out that the 2DAG makes the bulk
bands beneath the surface flat as shown in the inset of
Fig. 8(b). This means that the hole-accumulation layer under
the initial

√
3 × √3-Ag surface becomes a depletion layer,

resulting in a decrease in conductivity through the surface-
space-charge layer. Therefore, the observed resistance drop
in Fig. 8(a) cannot be understood by the space-charge-layer

Fig. 8. Carrier doping into the surface-state band. (a) Resistance change of
a Si(111) wafer with the

√
3×√3-Ag surface during intermittent deposi-

tion of Ag atoms at RT.53) The amount of each deposition for 2 s was about
0.008 ML, with intervals of 10–40 minutes. Downward arrows indicate the
start of deposition, and upward arrows, the interruptions. A∼ F indicate
the intervals. (b) Changes in the surface-state bands by Ag atom adsorption
on the

√
3× √3-Ag surface, constructed from angle-resolved PES mea-

surements. Open circles are for the initial
√

3×√3-Ag surface, solid ones,
for the 2DAG-Ag (0.022 ML)-covered

√
3×√3-Ag surface, and crosses,

for the 3D-Ag nuclei (0.088 ML)-covered one. Inset (left): Change in
the surface-space-charge layer caused by the 2DAG adsorption.40,51) Inset
(right): 3D schematics of the S1 band with Fermi surfaces.



(Ag + Au) surface superstructure,25,26,29) the resistance was
further decreased by a factor of three. By converting the mea-
sured resistances into sheet conductances, we confirmed that
the extremely high conductances of the

√
3 × √3-Ag and√

21×√21-(Ag+Au) surfaces are attributed to the surface-
state bands inherent in the respective superstructures, rather
than the conductivity of the surface space-charge layers. Al-
though this conclusion was already reached by macroscopic-
four-point probe measurements in UHV,1,29,38,39)micro-four-
point probe measurements made it much more convincing.

When a step band (where about 50 monatomic steps are ac-
cumulated) is running between the inner probes of the micro-
four-point probes, as shown in Fig. 9(c), the measured resis-
tances were much larger than those measured on a terrace
with almost step-free on the same surface (Fig. 9(b)). This
directly means that the step band region has a higher resis-
tance than the terrace. This is because carriers in the surface-
state bands are scattered by step edges, as seen in the form
of electron standing waves in Fig. 5. These results will quan-
tify the transmission coefficient of the carriers at individual
step edges. Although such step-edge effect on surface electri-
cal conductivity had been suggested in a point-contact mea-
surement on the 7× 7 surface,58,59) our results confirmed it
directly.
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Fig. 9. Micro-four-point probe (µ-4PP). (a) A scanning electron mi-
crograph of aµ-4PP chip. (b)(c) Theµ-4PP contacting with the
Si(111)-

√
3× √3-Ag surface in UHV-SEM. The inner probes are on a

terrace in (b), while a step band is running between the inner probes in (c).

5. Conclusions

Direct experimental evidence of electrical conduction
through the surface-state bands, inherent in surface super-
structures, was obtained for the Si(111)-

√
3×√3-Ag surface

and its relatives with the aid of highly sophisticated surface-
science techniques such as STM and PES, and also a newly
developed technique using micro-four-point probes. These
studies will trigger more systematic investigations on the elec-
tronic transport properties of such an ultimate 2D-electron
system, where the correlation with atomic arrangements on
surfaces is essential. For example,in situ measurements of
atomically controlled surfaces at low temperatures under a
magnetic field in UHV are strongly desired. Furthermore, by
utilizing technology for manipulating atomic-scale structures
on surfaces, we should be able to control transport proper-
ties in novel ways. In addition to the expectations from the
viewpoint of the fundamental physics of nanometer-scale sys-
tems, the transport properties of surface-state bands will be
one of the most important subjects in nano-scale device per-
formance.
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