Electronic transport at semiconductor surfaces—from point-contact transistor to micro-four-point probes
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Abstract

The electrical properties of semiconductor surfaces have played a decisive role in one of the most important discoveries of the last century, transistors. In the 1940s, the concept of surface states—new electron energy levels characteristic of the surface atoms—was instrumental in the fabrication of the first point-contact transistors, and led to the successful fabrication of field-effect transistors. However, to this day, one property of semiconductor surface states remains poorly understood, both theoretically and experimentally. That is the conduction of electrons or holes directly through the surface states. Since these states are restricted to a region only a few atom layers thick at a crystal surface, any signal from them might be swamped by conduction through the underlying bulk semiconductor crystal, as well as greatly perturbed by steps and other defects at the surface. Yet recent results show that this type of conduction is measurable using new types of experimental probes, such as the multi-tip scanning tunnelling microscope and the micro-four-point probe. The resulting electronic transport properties are intriguing, and suggest that semiconductor surfaces should be considered in their own right as a new class of electronic nanomaterials because the surface states have their own characters different from the underlying bulk states. As microelectronic devices shrink even further, and surface-to-volume ratios increase, surfaces will play an increasingly important role. These new nanomaterials could be crucial in the design of electronic devices in the coming decades, and also could become a platform for studying the physics of a new family of low-dimensional electron systems on nanometre scales. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

In many ways, the modern science of semiconductor surfaces was born along with the invention of the solid-state transistor in 1947 by William Shockley, John Bardeen and Walter Brattain. Prior to this date, work by Shockley and others to
make a field-effect transistor had failed. The driving idea behind the earlier attempts was simple; use a gate electrode, as shown in Fig. 1, to induce excess charges in a semiconductor, which travel through it as carriers of current flow, resulting in an increase in conductivity [1]. This kind of device already had been outlined in a prescient patent by Julius Lilienfeld in 1929. By changing the gate voltage, the conductance through the semiconductor could be varied. The gate was thus a tap that could control a flow of electrons—the prerequisite for amplification.

Alas, semiconductors resisted all attempts to fashion them into such a device. It took the analytical mind of Bardeen to realize what was going wrong. Bardeen postulated that there were charged electronic states at the semiconductor surface, which were screening out the electric field induced by the gate [2]. In other words, the induced charges are trapped in the surface states, becoming immobile. Thus the charges in the bulk of the semiconductor hardly felt the effect of the gate, and the current flow could be modified only minimally. This was a great insight, because not only did it explain a known phenomenon, but also it suggested ways to mitigate it. Together with Brattain, the experimental genius behind the first transistor, Bardeen began searching for ways to mitigate the screening effect. The result was the first point-contact type transistor, as shown in Fig. 2, in which two metal needles with a small spacing were brought into contact to a germanium crystal surface [3]. A current was injected into the crystal through the first needle (emitter), and electric potential distribution near the point contact was investigated with the second needle (collector) as a probe, as a function of the voltage applied to the germanium crystal via the base electrode.

Brattain and Bardeen discovered amplification during such measurements; a voltage signal fed through the emitter is transmitted to the collector as a larger voltage signal. The degree of amplification depends on the voltage of the base electrode. In one of the great ironies of technological history, what the researchers had made was not a field-effect transistor at all, but rather a precursor to modern bipolar transistors [4], where the surface states play a less important role, rather minority carriers injected into the bulk states are crucial for the transistor action. Nevertheless, when field-effect transistors were finally fabricated successfully some years later, it was due to Bardeen’s insight. In particular, a key breakthrough was finding a surface where the number of surface states could be drastically reduced, greatly diminishing the shielding effect. This surface (or interface) was between silicon and silicon oxide. Interfaces involving the silicon(100) crystallographic surface showed the lowest density of the states, and for this reason, this crystallographic surface is still the most popular for modern electronic chip fabrication.

Fig. 1. Schematic of a field-effect transistor [1]. When a voltage is applied between a metal gate and a semiconductor, separated by a thin insulator, excess charges, negative ones on the semiconductor side, for example, are induced because of a capacitance of the structure. This should effectively vary the electrical conductance of the semiconductor, due to the change in number of carriers (electrons) flowing through it. Thus the gate voltage controls the current flow through the semiconductor, the basis of amplification. The field effect is diminished if there are surface states at the semiconductor–insulator interface, because they screen the electric field due to the gate by capturing the induced charges. Thus minimizing the amount of electronic states at the interface is a key requirement for field-effect transistor action.
By the standards of modern surface science, the surface of the Germanium crystal that Brattain and Bardeen used in their pioneering experiments was dirty and ill-defined, since the experiments were carried out in air. Bardeen’s idealized picture of surface states probably never applied to such surfaces. But today, under ultra-high vacuum (UHV) conditions in which the number of residual gas molecules is less than in the outer space, it is possible to tailor the crystallographic structure of semiconductor surfaces accurately, for example, by dosing the surface with small amounts (around a monolayer) of specific materials under precise control. As a result, a variety of surface superstructures—peculiar, but regular atomic arrangements of the topmost atomic layers on surfaces, a kind of two-dimensional (2D) crystals—are created [5]. There is an intimate and profound relation between the crystallographic structure of a material and its electronic properties. This is well known for three-dimensional (3D) crystals (consider insulating diamond and conducting graphite, both of which are consisted of carbon atoms). It is also true of the 2D periodic structures at crystal surfaces.

What would Brattain and Bardeen have discovered with their two-point probe, had they had access to the well-defined surface states that can be produced today? Oddly enough, although their experiments are over 50 years old, there has been a long hiatus in surface science, during which comparatively little research was carried out on the electronic transport properties of surface states. In the same period, much has been learned about the atomic structure of surfaces, using techniques such as the diffraction of electrons and X-rays, and also about the surface-state electronic structure using primarily photoemission spectroscopy [6]. The scanning tunnelling microscope (STM), which can be compared to working with just one of Brattain and Bardeen’s two probes [7], has helped to elucidate both atomic and electronic structure of surfaces. Indeed, STM has even detected transport through surface states on metals, albeit indirectly through the standing wave patterns that such conduction leads to [8,9]. But in the last few years, a new set of tools has been developed for more direct measurements of the transport, microscopic multi-probes, more similar to Brattain and Bardeen’s original probes. These tools are revealing that semiconductor surface states have their own unique electronic transport properties. In a sense that Bardeen might have found amusing, history has come full circle.

In the next section, general descriptions of the interest in the electronic structures and electrical conduction at semiconductor surfaces are given. In Section 3, model systems on a Si(111) surface are shown to give a flavour of a huge variety of surface superstructures and surface states on a silicon crystal. Section 4 is devoted to results of surface-state transport obtained with recently developed probes. These are just an opening of the entrance to a rich field of study on the transport properties of surface states.
2. Surface-state bands and electrical conduction

2.1. What is a semiconductor surface state? And what is so special about it?

At the surface of a crystal, the atomic bonding geometry in the bulk is no longer necessarily the minimum free energy configuration. Atoms at the surface lack neighbours above them. For semiconductors such as silicon and germanium, the bonds are highly directional (covalent nature). So-called dangling bonds, unpaired bonds pointing in the direction of missing neighbours, are very reactive. These bonds naturally want to pair up with other unsaturated bonds on other surface atoms. The result can be a quite drastic change in the atomic arrangement in only one or two atomic layers on a crystal surface, leading to a lower free energy, but also a completely new periodic structure. This is a surface reconstruction, result of which is a surface superstructure. For example, the \( 7/C_2 \) superstructure of the (111) clean surface of a silicon crystal refers to a structure with a unit cell that is 49 times larger than that of the ideal surface, as described later in detail [10]. This is a resultant atomic arrangement of the minimum free energy at the clean surface, leads to only 19 dangling bonds, much fewer than on an unreconstructed surface. Furthermore, the same surface can go through a variety of complete structural rearrangements on absorption of only a fraction of a monolayer of foreign atoms to attain the lowest surface free energy [5]. These are adsorbate-induced surface superstructures in which atomic arrangements are in general quite different from those of the corresponding bulk alloys and compounds.

The periodic nature of a crystal leads to energy bands in which electrons occur: a valence band, which is practically full of electrons, and a conduction band, which is almost empty. Between them, a forbidden energy gap opens up (Fig. 3). The physics behind this is similar to diffraction of photons of X-rays in crystals; at some wavelengths and energies, a travelling wave is forbidden. In a map of wave energy against inverse wavelength (\( k \)-vector) of electrons (\( E-k \) space, or dispersion relations), the regions where travelling waves are allowed have the shape of energy bands (see Fig. 3(c)). When the periodic structure at the surface of a crystal is different from the bulk of the crystal, the allowed energy bands for electrons on the surface atomic layers may be different from those in the bulk. This is surface-state bands.

Sometimes an electron energy level in the allowed surface-state band is at the same time a level where bulk electrons are forbidden. For semiconductors, such surface-state bands become particularly important. The surface-state bands can alter the behaviour of the so-called surface space–charge layer just under the surface, by attracting excess negative or positive charges into the surface states, which then has to be compensated by an equal and opposite charges accumulated in the space–charge layer, typically about 1 \( \mu \)m thick. This charging of the surface effectively alters the positions of the bulk energy bands in the vicinity of the surface, an effect called band bending (see Fig. 3(a) and (b)). In this way surface states are responsible for the phenomena of charge carrier accumulation, depletion and inversion near a semiconductor surface. Without going into detail here, it is worth noting that such effects have led to 2D electron gases (2DEG) in such space–charge layers, where the quantum Hall effect, field-effect transistor action, and a rich variety of other electronic transport properties have been found [11].

In this article, however, the focus is on the conduction properties of the surface-state bands themselves, not of the space–charge layer. An obvious effect is that, for example, if a surface-state band crosses the Fermi level—the energy level above which the electron states are empty and below which they are full at very low temperatures—which lies in the bulk-band gap of the semiconductor (a metallic character), the surface-state band could be conducting. So the surface has completely different electronic transport properties from the bulk crystal. As we illustrate in the following sections, this is exactly what is seen in some cases.

2.2. Electrical conduction at semiconductor surfaces

The most common way to measure the electrical conductivity is to use a four-point probe, as shown in Fig. 4(a). A current is made flow through the
outer pair of probes, and a voltage drop is measured across the inner pair of probes, using a voltmeter with such large impedance that it draws hardly any current. As a result, the measured voltage drop $V$ is predominantly that occurring across the semiconductor surface due to the current $I$ flowing through the specimen. The four-point-probe resistance $R$ of the sample is then obtained by $R = V/I$ (with a geometrical correction factor depending on the shape of specimen and probe spacing).

If we look more closely at the situation in Fig. 4(a), where the probes have macroscopic spacing (i.e. much larger than the thickness of the space–charge layer) in most cases, the current flows through three parallel channels [12]:

1. surface-state bands on the topmost atomic layers (when well-ordered surface superstructures are formed),
2. surface-space–charge layer due to band bending (in which conductivity can be considerably larger or smaller than in the bulk of the crystal in some cases),
3. unperturbed bulk bands inside the crystal (independent of the surface conditions and treatments).

The conductivity measured by a four-point probe method contains contributions from all of the three channels. In general it is very difficult to separate the contributions from each channel. For measurements made in air, without surface
superstructures on the crystal, the measured resistance is normally interpreted as bulk resistance only. Possible contributions from the surface space–charge layer and surface-state bands are ignored. This is usually a good approximation, since on macroscopic scales, the surface-layer contributions are relatively small because a large fraction of the current tends to flow through the interior of the crystal, far from the surface, as illustrated in Fig. 4(a). Despite this drawback, it has been possible in careful measurements with macroscopic probes to detect the effects of conductance through the surface space–charge layer, and in special cases also conductance directly through surface-state bands. As described in Section 4, these have been measured in UHV with crystals having well-ordered surface superstructures [13].

In the early days of surface science, a number of techniques were reported for measuring the surface conductivity of a semiconductor. In general, the data were interpreted in terms of conductivity in the surface space–charge layer, due to band bending, rather than the surface-state conductivity, because the latter was assumed (without much basis) to be negligible. Brattain and Bardeen [14] found that the band bending could be varied in a reproducible way by exposing the surface to different gaseous ambients (Brattain–Bardeen cycle). Since their experiments were not carried out with clean semiconductor surfaces in UHV environment, the gases adsorb randomly on the outer surface of the oxide film on the semiconductor in a form of ions, and electric fields due to these ions penetrate into the space–charge region across the oxide layer. The conductivity actually changed by varying the band bending due to the gas exposures. From the conductivity changes, reversibly, the amounts of band bending were deduced [15].

Changes in surface conductivity accompanied by conversions of surface superstructures in a well-controlled manner in UHV were first measured by Mönch and co-workers on clean Si and Ge crystals [16]. Their results showed a strong correlation between the structural conversion and change in surface conductivity, from which they could deduce a change in band bending under the surface. The band bending depends on the charge in the surface states, which redistributes due to the reconstruction of the surface atomic structure. In these pioneering experiments, the surface-state conductivity was not taken into consideration, because it was assumed to be negligibly small.

As described in Section 4, the surface-state electrical conduction has been confirmed first by a macroscopic four-point probe method through a
phenomena of carrier doping into a surface-state band [17], followed by other surfaces with conductive surface-state bands of metallic nature [13].

Another approach to detect and study the surface-state electronic transport is miniaturizing the four-point probes. By reducing the probe spacing to a distance similar to the space-charge layer thickness, as shown in Fig. 4(b), a larger fraction of the current flows near the surface because the current penetrates to an extent similar to the probe spacing. This results in a more surface-sensitive measurement than with the macroscopic four-point probes shown in Fig. 4(a) [18]. The actual current distribution in the crystal may not be as simple as illustrated in Fig. 4, because of a possible Schottky barrier between the surface states and the underlying bulk states [19] or a possible pn-junction between the surface-space-charge layer and the interior bulk. But, this simple picture appears to be at least qualitatively true, as demonstrated in recent measurements [20–23]. Two types of such microscopic four-point probes are introduced in Section 4.

The surface-state bands provide a new class of reduced-dimension electron systems, which may have the following new intrinsic features when compared with the other low-dimensional electron systems. Three forces described below drive the study of the transport properties of surface states.

(1) Variety: More than 300 kinds of surface superstructures are found on silicon crystals with foreign adsorbates of around monolayer coverages [5]. Their surface-state bands are known to show a rich variety of characters, some of which are introduced in Section 3. We can play with them to study almost all kinds of low-dimensional phenomena just on silicon surfaces. Furthermore, of course, more huge variety of surface states is also known on surfaces of other materials.

(2) Scales: As described in Section 3, some surface-state bands have a nearly 2D free-electron character, which is quite similar to the conventional 2DEG systems formed at the space-charge layers (Fig. 5). One of the main differences between them, however, is thickness. The surface-state systems are much thinner, around a monatomic thick, compared with a thickness of around 10 nm for the conventional 2DEG. This results in much larger energy spacing between the quantized energy levels in the confinement potential wells normal to the surface. Therefore, we have to consider only the lowest energy level for the surface states even at room temperature, while the higher-energy levels are frequently involved in the phenomena at the conventional 2DEG systems even at low temperatures. Some other surface-state bands consist of 1D atomic chains only a few atoms wide, exhibiting some 1D nature. These may be the thinnest quantum wire known so far. Due to such small dimensions, we can tailor the surface states in a way that quantum effects suitable for nanometre-scale devices can be expected even for metals having short Fermi wavelengths.

(3) Controllability: The structures on surfaces can be precisely controlled and fabricated using self-organization phenomena—atoms spontaneously rearrange themselves to make regular surface superstructures, or using atom/molecule manipulation techniques—atoms are made arrange one by one with atom tweezers [24]. Surface-state transport may be controlled in a novel way when combined with such fabrication techniques of atomic-scale structures.

3. Silicon(111): a case study

To get a more quantitative picture of surface states of silicon crystals, one of the most popular materials in surface science, consider surface-state bands using the schematic illustration given in Fig. 6. When a Si atom makes a bond with a neighbouring atom, the energy level splits into bonding and anti-bonding states. The valence electrons are accommodated in the bonding state, so that the anti-bonding state is empty. Since in a crystal many atoms make bonds to each other to arrange themselves periodically, these energy levels are broadened to make bands, valence band and conduction band, respectively. These are electronic states in a bulk crystal (see also Fig. 3).

But on the surface, there are the dangling bonds, which have an energy level located between the bonding and anti-bonding states, or, within an energy gap of the bulk band structure. Actually, the dangling-bond state on a clean Si(111) surface
is known to lie around the middle of the band gap [25,26]. But when foreign atoms bond with the topmost Si atoms, the dangling-bond state is again split into bonding and anti-bonding states. When, furthermore, the adsorbates induce a surface superstructure to generate overlaps between atomic orbitals of neighbouring sites, the bonding and anti-bonding states are broadened into bands. These are surface-state bands, inherent in the surface superstructure, which have their own character, independent of the bulk electronic states. To give a hint of the great variety of surface-state band structures that can arise on silicon, we give three examples on a Si(111) crystal surface.

3.1. \( \text{Si}(111) - \sqrt{3} \times \sqrt{3} - \text{Ag} \): a two-dimensional metal

The \( \text{Si}(111) - \sqrt{3} \times \sqrt{3} - \text{Ag} \) surface superstructure is formed by depositing one monolayer (ML) of Ag atoms on a Si(111) surface at temperatures higher than 250 °C. One ML means an atom
density equal to that of the topmost layer of Si(111) face, $7.8 \times 10^{14}$ atoms/cm$^2$. The atomic arrangement of this surface is known to be a so-called honeycomb-chained triangle (HCT) structure as shown in Fig. 7(a) [27–29], in which each Ag atom makes ionic covalent bond with a substrate Si atom, leaving no dangling bonds, resulting in an exceptionally stable surface.

This surface has a characteristic surface-state band that is revealed by a technique called angle-resolved photoemission spectroscopy (ARPES) [30,31]. The surface-state band is parabolic and crosses the Fermi level ($E_F$), as indicated by $S_1$ band in Fig. 7(b). A parabolic band is characteristic of a 2D free-electron-like state, in other words, a state in which the electrons behave like free travelling waves along the surface. Furthermore, this band is partially filled with electrons, a requisite of a metal, and confined only in the topmost layer of Ag and Si atoms. Therefore we can call this surface a 2D metal.

Such a 2D free-electron state can be visualized in low-temperature STM images in the form of so-called electron standing waves (more technically energy-resolved Friedel oscillations [32]). Such standing waves were first observed on metal surfaces independently by Eigler’s group [8] and Avouris’s group [9], and extended by several others [33–36]. They are essentially the consequence of electron travelling waves bouncing off steps and other defect structures, leading to a self-interference pattern that changes the probability for electrons tunnelling from the tip into the sample surface. Although not a direct measurement of
surface transport, they provide indirect proof of the free-electron nature of the surface-state electrons.

Fig. 7(c) shows an STM image of the $\sqrt{3} \times \sqrt{3}$-Ag surface taken at 6K (though the $7 \times 7$ clean domains partially remain, because of a Ag coverage smaller than 1 ML). In the $\sqrt{3} \times \sqrt{3}$-Ag domains, fine periodic corrugations are seen, corresponding to the periodicity of this superstructure. Additionally, one can see standing wave patterns superimposed near step edges (A) and OPBs (B), while no observable ripples at STB (C). This means that the steps and OPBs act as potential barriers for surface-state electrons to 'reflect' the electron waves, resulting in an interference between the incident and reflected waves to form the standing wave patterns.
upper right, surrounded by steps and domain boundaries, a complicated concentric interference pattern is observed, while near the straight domain boundaries, the interference patterns are parallel to the boundaries.

These interference patterns raise some important questions for surface-state electronic transport: For example, what is the transmission coefficient of electron wavefunction at such boundaries? This governs an important parameter, the mobility of surface-state carriers. Certainly from Fig. 7(c), one can deduce that the carrier mobility must be lowered by carrier scattering by the step edges and domain boundaries. But, by how much? The mobility of the surface-state electrons on the $\sqrt{3} \times \sqrt{3}$-Ag surface has been measured to be lower than that in the bulk crystal by two orders of magnitude [17]. But at present, there is no consensus on what role the carrier scattering from step edges plays in this difference.

3.2. The Si(111) 7 × 7 surface: a poor metal or Mott insulator?

For the 7 × 7 clean surface without any foreign atoms adsorbed (Fig. 8(a)) [10], the electrons which contribute to the surface state are those on the remaining dangling-bonds on the surface atoms, which are also those that contribute to the STM images. Since these Si atoms are not the nearest neighbours (filled circles in Fig. 8(a)), there is very little overlap between their electron wavefunction. The degree of overlap controls how the curvature of the surface-state band in $E-k$ space. On the $\sqrt{3} \times \sqrt{3}$-Ag surface the overlap is large, hence the parabolic shape of the surface-state band $S_1$ (Fig. 7(b)). On the 7 × 7 surface the small overlap leads to an almost flat surface state (nearly no variation of energy with $k$-vector), as shown by $S_1$ band in Fig. 8(b).

As a result of this difference, electrons on the 7 × 7 surface behave much more as isolated states than as travelling waves. This is the reason why there are no observable standing waves on the 7 × 7 domains in Fig. 7(c), even though the surface state is very close to the Fermi level, suggesting a metallic behaviour. The actual position of $S_1$ band in Fig. 8(b) is disputed; if it crosses the Fermi level, the actual position of $S_1$ band in Fig. 8(b) is disputed; if it crosses the Fermi level.
then strictly the surface is metallic [37]. Otherwise
an energy gap opens up around the Fermi level, or
Mott insulator [38]. Temperature dependent mea-
surements of electrical conductivity through this
state, as yet unavailable, could help to distinguish
between these two possibilities. Because of this
localized nature, the surface-state conductivity is
measured to be four orders of magnitude lower
than that of the $\sqrt{3} \times \sqrt{3}$-Ag surface, as discussed
further on in this article [19].

3.3. Si(111)–4 $\times$ 1-In: a one-dimensional metal

The final example, Si(111)–4 $\times$ 1-In surface su-
perstructure is formed by depositing 1 ML of In
atoms on a Si(111) surface at around 300 °C. Its
atomic arrangement is still a matter of debate [39],
but one model is shown in Fig. 9(a) [40,41]. Ac-
cording to this model, indium atoms arrange in
four lines, between which a zigzag Si chain runs.
As one can imagine from this atomic arrangement,
its surface electronic state is highly anisotropic.
From photoemission spectroscopies [42,43], it is
metallic along the In chains, while insulating in the
perpendicular direction. In other words, the elec-
trons are mobile along the In chains, while they
can hop only with considerable energy to neigh-
bouring chains. This is the recipe for a 1D metal.

The properties of a 1D metal have been appre-
ciated since the early days of quantum mechanics,
because solving Schrödinger equation is much
easier in 1D than in 2D or 3D. Easier it may be, a
1D metal is inherently unstable. It spontaneously
develops some sort of periodic lattice distortion
known as a Peierls instability [44]. A charge-den-
sity wave (CDW)—a spatially periodic modulation
in electron density—accompanies with the distor-
tion to lower the electronic energy.

Fig. 9(b) is an STM image of the 4 $\times$ 1-In sur-
face taken at 70 K, showing stripes corresponding
to the In chains in four lines given in Fig. 9(a).
Along each stripe, one can clearly see the modu-
lations with the double periodicity [45]. The ripples
are not so clear on some stripes, due to fluctua-
tions of the structure. A range of other surface
science techniques has confirmed that this is a
Peierls state, and the ripples are 1D CDW ac-
companied with a lattice distortion [45,46] (al-
though the latest study casts a doubt against this
picture [47]). The surface-state transport must be
influenced by this Peierls transition. Although such
transitions are known to occur at quasi-1D bulk
materials [48,49], the 4 $\times$ 1-In surface was the first
surface state to show this phenomenon.
4. Measuring surface-state transport directly

So far, only indirect measurements of transport of electrons through surface states, in particular the signature of metallic surface states observed by various spectroscopic methods including STM, have been described. But the double probes used by Brattain and Bardeen are not common tools in surface science. In this section, experimental techniques are described which are natural descendants of the point contact transistor, and which are paving the way for a deeper understanding of transport in surface states.

4.1. ‘One-point’ probes

As described in Section 2, four-point probes provide the most accurate and direct way of measuring surface transport properties. Nevertheless, much has been learned about the transport with a ‘one-point’ probe—the STM tip. So some of the outstanding results obtained so far with this technique are considered in this subsection.

Hasegawa(Y), Lyo, and Avouris [50] suggested that the electrical conduction through the dangling-bond surface state on the Si(111)-7 × 7 is detected as an excess leakage current at a nanometre-scale point contact between the STM tip and the silicon surface. As the radius \( r \) of the contact area is reduced to nanometre scale, the current flowing through the metal/semiconductor interface at the contact is reduced in proportion to \( r^2 \), while the leakage current through the periphery of the contact area is proportional to \( r \). Therefore the leakage dominates at nanometre scale contacts. The current flows along the surface under such a condition, not directly into the crystal, which is illustrated in the inset of Fig. 10. This is a reason one expects to obtain the surface-state conductivity by this method.

Fig. 10 shows the conductance between the tip and specimen, measured as a function of tip displacement towards the clean Si(111)-7 × 7 surface, together with the data for a clean Si(100) and Au surfaces for comparison [50]. In a tunnelling regime, where the tip–sample distance is larger (0–0.5 nm range in the horizontal axis), the conductance increases exponentially with decrease of the tip–sample distance (forward displacement of the tip). When the tip comes contact into the sample surfaces, the conductances show saturation; the saturated values are different depending on the surfaces. The 7 × 7 surface shows a larger conductance than the Si(100) surface, whereas its value is found to decrease by adsorption of oxygen onto the 7 × 7 surface, presumably because oxygen saturates the dangling bonds and reduces the density of surface state. These measurements suggest that excess leakage conductance via the point
contact between the STM tip and the clean $7 \times 7$ surface is due to current paths parallel to the surface, in other words, the surface-state conductance through the dangling-bond surface state. Its conductance is estimated to be around $10^{-6} \ \Omega^{-1}$.

Another approach to measuring semiconductor surface conductance with STM relies on fabricating nanoscale structures on the surface using the STM [19]. Heike et al. first fabricated thin insulating trenches on the $7 \times 7$ clean surface, by applying a relatively high bias voltage with a high tunnelling current in the STM. After that, they observed the structured surface in a conventional STM mode. Fig. 11(a) and (b) shows a half-closed tape-shaped pattern, surrounded by the insulating trench. The apparent height of the surface area surrounded by the trench is lower (darker) (by approximately 0.2 nm) in the empty-state images (b) as the STM tip approaches to the closed-end of the tape, while the brightness of the whole tape area is observed to be flat in the filled-state images (a).

This result is interpreted as follows: The electrons tunnelling from the tip to the sample flow along the tape through the surface state of only the region restricted by the trench, when the tip is positioned inside the tape (see the top panel in Fig. 11). This is because a Schottky barrier between the surface state and the bulk state forces the current to travel along the surface for a while before leaking into the bulk state. Then, a voltage drop occurs along the tape due to a finite resistance of the surface state, as measured in Fig. 11(c). This is a kind of scanning tunnelling potentiometry [51–53]. By comparing the measured voltage drop along the tape with the calculated one, the conductance of the dangling-bond surface state on the $7 \times 7$ surface was deduced to be $8.7 \times 10^{-9} \ \Omega^{-1}$.

This value is much smaller than that obtained by the point-contact method of Hasegawa(Y) et al. mentioned above. Heike et al. [19] suggest that this discrepancy arises because the method of Hasegawa(Y) et al. involves the conductance through the surface space–charge layer as well as through the surface states. It is postulated that tunnel contact may be a much more effective way to inject carriers into the surface-state bands, whereas direct contact between the probe and sample surface injects carriers into both of the bulk and surface bands. However, because all ‘one-point’ measurements are susceptible to resistance effects at the point of contact, which are difficult to control or

Fig. 11. Top Panel: Schematic diagram of preferred direction of current flow along an artificial nanostructure on a Si(111)-$7 \times 7$ clean surface. STM images of (a) the filled-state and (b) empty-state on this surface [19]. In (a), the area surrounded by the trench looks flat, while in (b) the area looks darker with approaching the right end of the area. In (c) the voltage drop measured along the tape-shaped area in (b) is shown, together with a simulation of the voltage drop calculated using a simple series resistance model (calculation is solid line, as modeled in inset).
calculate, multi-probe techniques are essential to resolve these issues.

4.2. Macroscopic four-point probes

Recently, measurements of surface conductivity using four probes with a macroscopic distance were performed in situ on silicon surfaces [13,54]. An example of the sample holder used for such measurements is illustrated in Fig. 12, which is designed for simultaneous metal deposition and reflection high energy diffraction RHEED observations, to prepare well-defined surface superstructures on the whole area of surface [54]. After preparing the superstructures, a small direct current is fed into the specimen crystal through the end clamp electrodes, and the voltage drop is measured between a pair of thin Ta-wire contacts, the spacing of which is usually as large as about 5–10 mm.

Surface-state electrical conduction can be detected in this configuration only under special conditions, when small amounts (around 0.01 ML) of atoms of monovalent metals (noble and alkali metals) are deposited on top of the Si(1 1 1)–\(\sqrt{3} \times \sqrt{3}\)-Ag surface. These adatoms are found to enhance the surface conductivity [55]. From photoemission measurements to reveal the changes in surface electronic states, it has been shown that the adatoms donate their valence electrons into the 2D-free-electron-like surface-state band \(S_1\) of the \(\sqrt{3} \times \sqrt{3}\)-Ag substrate (Fig. 7(b)), thus enhancing the surface-state conductivity [17,55]. This is quite similar to in bulk crystals of semiconductor in which impurity atoms act as donors or acceptors to vary the carrier concentrations and conductivity.

With increasing the coverage of the adatoms up to around 0.15 ML, 2D islands nucleate and arrange to make a new ordered structure with a \(\sqrt{21} \times \sqrt{21}\) periodicity [13,56]. The \(\sqrt{21} \times \sqrt{21}\) superstructures made by monovalent-metal-atom adsorptions on the Si(1 1 1)–\(\sqrt{3} \times \sqrt{3}\)-Ag surface have high surface conductivities. This is due to new dispersive metallic surface-state bands that are created in the superstructures, while the surface-space–charge-layer conductance is suppressed [57,58]. In these cases, the surface-state electrical conduction is so large that it can be detected experimentally using the macroscopic four-probe method. The conductances for these structures are on the order of \(10^{-4} \Omega^{-1}\), which is higher than that of the 7 \(\times\) 7 clean surface by about four orders of magnitude.

4.3. Microscopic four-point probes

From the expectation of enhanced surface sensitivity by reducing the probe spacings as shown in Fig. 4, micro-four-point probes with probe spacings down to 2 \(\mu\)m have recently been developed using silicon-based micro-fabrication technology [20], one of which is shown in Fig. 13. Such microscopic probes also enable mapping of the local conductivity distribution on material surfaces [59].

The micro-four-point probes have been used in UHV to measure the surface conductances of the Si(1 1 1)–7 \(\times\) 7 clean and \(\sqrt{3} \times \sqrt{3}\)-Ag surfaces. Fig. 14(a) is a scanning electron micrograph showing a micro-four-point probe of 8 \(\mu\)m spacing, contacting to a silicon surface for the electrical
measurements. The resistance measured in this way on the $\sqrt{3} \times \sqrt{3}$-Ag surface was smaller than that for the $7 \times 7$ clean surface by about two orders of magnitudes [22]. This should be compared with the result obtained by macroscopic four probes of about 10 mm probe spacing, where the difference of resistance between the two surfaces was as small as about 10% [60]. These results imply that reducing the probe spacing makes the measurements more surface sensitive, as expected from Fig. 4.

From a quantitative analysis, the extremely high conductance of the $\sqrt{3} \times \sqrt{3}$-Ag surface compared with that of the $7 \times 7$ surface cannot be explained by the surface-space-charge-layer conductivity. Rather it must be attributed to the surface-state band inherent in the $\sqrt{3} \times \sqrt{3}$-Ag superstructure [20]. Although the surface-state conductivity on this surface had been detected by macroscopic four-probe measurements as a carrier-doping effect into the surface-state band, as mentioned before, micro-four-point probes enabled the direct detection of the contribution of the surface-state conductance [20,22].

Atomic steps on the surface scatter the surface-state electrons as seen as standing waves in Fig. 7(c). This should cause additional electrical resistance at steps, which has been measured with the micro-four-point probe. A technique to control the step configuration on the surface recently has been developed [61], which has been utilized to obtain almost step-free terraces as wide as the probe spacing, as shown in Fig. 14(b). The surface exhibits flat terraces of about 10 µm wide and step bunches of about 2 µm wide where around 300 monatomic steps are accumulated. It is wholly covered homogeneously by the $7 \times 7$ superstructure or $\sqrt{3} \times \sqrt{3}$-Ag superstructure due to 1 ML Ag deposition.

By observing the probes and the sample surface by scanning electron microscopy in situ, the probes can be positioned on a large flat terrace, or positioned across a step bunch running between the inner pair of probes. Fig. 14(a) illustrates the latter case. In this way, the surface area under measurement can be selected by shifting the probe position, so that the influence of atomic steps upon the surface conductivity can be intentionally avoided or included. It has been found then that the resistance measured across a step bunch is much larger than that measured on a step-free terrace. Although this result is intuitively reasonable, it is the first direct transport measurement, confirming that atomic steps on a surface causes an additional resistance [22].

4.4. Multi-tip STM

In order to measure the local conductivity in smaller areas down to nanometre scales, several groups have constructed multi-tip STMs in which
the tips are utilized as nanoprobes to measure electric properties. The technical challenge of contacting independent probes is considerably greater than using the monolithic micro-four point probe described above. The advantages are that each probe can be controlled much more accurately with variable probe spacings, and smaller probe spacings could be achievable. Prospects for such multi-tip STMs are the measurement of electrical conductivity in a single domain of a surface superstructure, and the study of ballistic transport as well as other quantum phenomena that occur only on the nanometre scale. The usefulness of double-tip STM has been discussed in Ref. [62].

The first trial to make such an STM was done with electrically isolated two tips mounted on a single scanning head, so that the probe spacing could not be changed [63]. A machine with independently driven double tips in UHV was later constructed by Aono et al. [64], in which the tips can be brought together as close as about 100 nm. The macroscopic radius of each tip determines the minimum distance attainable between the two tips. Such tips can be used as an emitter and collector, like in the point-contact transistor, with much better control on much more well-defined surfaces.

Fig. 15 shows SEM images of four STM tips that are independently driven on a single stage in UHV [23]. With such a device, the surface conductivities were measured as a function of probe spacing ranging from 1 mm to 1 μm [23]. The results were in accord with the expectation from Fig. 4. The probe-spacing dependences of the measured resistance for the $7 \times \sqrt{3}$ clean surface and the $7 \times \sqrt{3}$-Ag surface were quite different from each other, indicating quite different ways of current flowing; the current flows dominantly only at the surface for the latter superstructure, while the bulk conductivity is dominant for the former superstructure. Such measurements lead to clarifying the influence of surface defects and intrinsic nature of surface-state transport in a more detailed way.

5. Concluding remarks

In the present paper, by taking the silver- and indium-covered Si(111) surfaces as well as the clean surface as examples, various phenomena revealed in the surface-state bands and electronic transport phenomena are described. Some of the readers may think that it is neither surprising nor
new to have metallic electronic states and enhanced conductivity on these surfaces because 'metal' atoms are deposited on the surface. But such considerations are too naive. The deposited metal atoms do not exhibit their own properties expected from their bulk crystals. The metal atoms do not make metallic bonds with each other to produce conduction electrons like in their bulks,

Fig. 15. SEM images of four STM tips, independently driven in UHV [23]. The tips are separated as far as about 1 mm in the top panel, while they are brought together to within a distance less than 1 μm spacing in the other panels.
rather make bonds with the substrate Si atoms to form characteristic surface electronic states. This is the main point for the properties of surface phases as new ‘nanomaterials’, which are completely different from those of bulk materials of composite atoms. The atomic arrangements on the surface and the resulting electronic states directly characterize the transport properties.

The electronic transport properties of surface-state bands are increasingly important subjects in the near future because of necessity for semiconductor devices as well as interest in fundamental physics. With progress in miniaturization of microelectronics devices, the signal currents are forced to flow only near the surface region of semiconductor crystals. Eventually the signals are expected to process with current flow only through one or two atomic layers, where the surface electronic states play main roles instead of the bulk states. Therefore the studies of transport properties of surfaces lead to an important branch of nanotechnology when coupled with the fabrication technology for atomic-scale structures on surfaces. For that, the microscopic multi-probes described here are indispensably important. Thus it is tempting to conclude that the descendants of the point-contact transistor are still having a major impact on surface science—and microelectronics—more than half a century later.
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